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Abstract

Disaster preparedness planning includes capacity building, delivery planning, and requirements estimation. Uncertainties of

disaster make it challenging to place the proper amount of relief resources at the right locations. This paper develops a

two-stage stochastic preparedness planning problem for stockpiling and distributing relief items. The model allows horizontal

coordination to rebalance inventory from relief facilities in surplus to where in shortage by a new vehicle routing problem

variant with inter-facility routes. This paper also proposes the concept of service level, by defining it as the lowest proportion

of satisfied demand for all the affected communities, which not only helps with humanitarian equity but also makes the model

a tool for comprehending the value of budgets. Under certain service levels, cost requirements are estimated by the objective

function. A nested logic-based Benders decomposition algorithm with optimality and feasibility cuts is designed to solve the

problem exactly. In contrast with the classical implementation that builds a new branch-and-bound tree in each iteration, the

branch-and-check, which searches on a single branch-and-bound tree, is implemented as an alternative. Based on the numerical

study instances, extensive experiments validate the efficiency of the algorithm, the value of horizontal coordination, and the

impact of integrating vehicle routing.

Keywords: humanitarian logistics, prepositioning, horizontal coordination, two-stage stochastic

programming, logic-based Benders decomposition

1. Introduction

Over the past twenty years, 7,348 natural disasters caused 1.23 million deaths and 4.03 billion people affected worldwide

(UNDRR, 2020). Humanitarian logistics has played a crucial role in combating disasters (Kara and Savaşer, 2017). For instance,

in the 2021 Haiti Earthquake, humanitarian assistance was delivered to about 457,800 people with more than 200,000 ready-

to-eat food, 2854,000 Gallons of water, and 628,000 non-food item kits from August to November 2021, according to reports

by the United Nations Office for the Coordination of Humanitarian Affairs (OCHA) (OCHA, 2021). In four phases of disaster

operations management (i.e., mitigation, preparedness, response, and recovery) (Özdamar and Ertem, 2015), preparedness

planning is vital in terms of time-saving and cost-saving among humanitarian logistics activities. Effective planning not only

accelerates the response by more than a week, resulting in the salvation of numerous lives but also yields substantial cost savings,

doubling the value of future response-related expenditures (UNICEF and WFP, 2015). However, factors like the uncertainty of

disaster impact and the limitation of relief resources make designing an effective and efficient preparedness plan challenging.

Preparedness planning includes locating facilities and preparing for transportation and relief supplies (Kara and Savaşer,

2017, Sabbaghtorkan et al., 2020). For instance, the United Nations Humanitarian Response Depot (UNHRD) and the Interna-

tional Federation of Red Cross and Red Crescent Societies (IFRC) operate several facilities around the world with emergency

stocks to provide immediate assistance to the affected areas (Balcik et al., 2019). One major challenge of planning is that

it is difficult to predict disasters, including the location, intensity, and timing (Sabbaghtorkan et al., 2020). As a result, the

demands of affected communities can be either overestimated or underestimated, causing a mismatch between the supplies

of relief facilities and the demands of affected communities. When there is a lack of coordination among relief facilities, to

avoid potential stockout, reliable preparedness planning tends to be conservative through purchasing and holding additional

relief items at each facility. Horizontal coordination which refers to the relationships and interactions among different actors

operating within the same level of the relief chain (Balcik et al., 2010), is promising in this situation through peak shaving

and valley filling. In the commercial context, horizontal coordination has been applied and widely addressed in literature for

expensive low-demand items (e.g., spare parts) (van Wijk et al., 2019, Topan and van der Heijden, 2020). The similarity between

expensive low-demand items in the commercial context and relief items in the humanitarian context is the motivating factor

for this study. Relief items are expensive since it is estimated that the average cost of providing relief to victims can go up to
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USD 93.19 per beneficiary (Webster et al., 2008). As a reference, the gross national income (GNI) per capita of Haiti in 2020

was USD 1,363 (UN, 2022), so USD 93.19 is nearly the GNI per capita per month. Relief items are in low-demand because

they are not consumed routinely but may be stored for a long period before it is consumed. This also implies that relief items

are expensive in terms of inventory holding. Similar characteristics between relief items and expensive low-demand items imply

the potential for horizontal coordination in humanitarian operations management. In recent years, horizontal coordination has

also been applied in the humanitarian context. For example, the Caribbean Disaster and Emergency Management Agency

(CDEMA) maintains a relief network with shared inventory to ensure coordination among 18 participating states (Balcik et al.,

2019, Rodŕıguez-Pereira et al., 2021). The UNHRD network which is managed by World Food Program (WFP) allows partici-

pating members to borrow and loan relief stock from warehouses around the world (Toyasaki et al., 2017). However, horizontal

coordination has not been well addressed in the humanitarian operations management literature. Horizontal coordination adds

flexibility to the relief network through inventory rebalancing. When warehousing resources or relief items are limited, without

horizontal coordination, there may even be no feasible response plan. Nevertheless, the improper allocation of relief resources

to facilities may cause delayed delivery, since additional time may be consumed for inter-facility transportation. Incorporating

horizontal coordination into the planning problem rather than using it as a remedy in the post-disaster response phase is a

feasible way to improve the effectiveness and efficiency of planning.

Though alleviating human suffering is always the priority of humanitarian logistics, the cost of humanitarian activities is

also essential from the perspective of responders, which can be humanitarian organizations or public sectors. For humanitarian

organizations that rely on donations (which are always insufficient) to operate (Keshvari Fard et al., 2022), financial transparency

puts pressure on cost effectiveness (Baker and Salway, 2016). Especially in the era of COVID-19, driven by the pandemic and

weakened economies, those in need are growing while spending by public donors dropped (DI, 2021). For public sectors,

justifying the use of funds to taxpayers asks for an appropriate costing methodology. Methods based on unit-based costing

have been suggested by the OCHA and the literature, which estimates the overall cost for a humanitarian response using the

cost per delivery or person served (OCHA, 2018, Sabbaghtorkan et al., 2020). These methods are usually allocation models

or transportation models, which use the average unit cost per delivery or person as input. However, as the OCHA pointed

out, one major drawback of unit-based costing is that it is difficult to estimate the average unit cost. This highlights the gap

between the preparedness planning literature and practice. The cause for the average unit cost estimation difficulty is twofold.

Firstly, planning decisions are made before disasters while the unit cost may vary with the actual disaster situation. Secondly,

even for a certain disaster situation, the unit cost for delivering relief items to a beneficiary is also difficult to obtain, since

multiple affected communities can be visited by the same vehicle. We close the gap by integrating the routing decisions into the

preparedness planning problem. With the vehicle routing problem (VRP), the aforementioned average unit cost per delivery

or person is replaced with the average unit routing cost (per mile) that is constant in disaster situations. The cost per mile

can be obtained much more accurately and simply from transportation service providers. As a result, the overall cost can

be estimated more accurately. To examine how the sufficiency of relief items influences the monetary cost or vice versa, we

introduce a concept namely service level. The service level is defined as the lowest ratio of satisfied demand for all the affected

communities in all the cases. Since the motivation of this work is to support preparedness decisions, decision-makers can adjust

the service level to multiple values to figure out the marginal cost of the relief item sufficiency and the marginal contribution of

the budget. By leveraging our costing method with the service level parameter, the decision-makers can comprehend the value

of an investment, and the ability of budget planning can be enhanced.

The goal of this study is a more effective, efficient, and flexible disaster preparedness planning method, and we will determine

the location and quantity of relief items such that they can be delivered to affected communities at the minimum cost once

a disaster occurs. The preparedness planning problem is formulated using two-stage stochastic programming. The first-stage

decisions are facility location and relief item preparedness. In the second stage, to reduce the impact of uncertainty, horizontal

coordination is taken into account to rebalance inventory. The second-stage problem dispatches relief items through a vehicle

routing problem rather than the transportation problem or allocation problem that has been widely addressed in the literature

(Section 2.1). The vehicle routing decisions allow decision-makers to respond more efficiently and estimate costs more accurately.

The objective is to minimize the sum of planning costs (location, procurement) and expected response cost (routing) under

a particular service level. It is worth noting that the service level parameter makes our model a tool for decision-makers to

evaluate the marginal cost of supply sufficiency. Additionally, we consider the affected community heterogeneity. For example,

it is pretty common that some communities are isolated due to road damage. In this case, these communities require special

vehicles (e.g., assault boats and all-terrain vehicles) to be reached. In other words, all the affected communities are classified

into two categories. We ensure that the demands of both categories can be satisfied. Along with a service level guarantee,

humanitarian equity can be achieved. Horizontal coordination is the major among the aforementioned characteristics in our

model. Technically, the problem with horizontal coordination has a significantly larger decision space than that without

horizontal coordination, and the decision space of the former contains the decision space of the latter, so integrating horizontal

coordination always results in a preparedness plan that is not worse than the other one. However, the horizontal coordination

problem requires more computational efforts, despite the fact that the two-stage stochastic programming and vehicle routing

problem themselves are known to be computationally challenging.
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The stochastic programming problem can be formulated with an extensive form (or deterministic equivalent) that can be

directly fed to the off-the-shelf solvers. In the extensive form, the number of variables and constraints can be huge. Hence solving

large-scale problems in this manner is usually prohibitive. The hierarchical nature of our problem inspires us to solve it with the

Benders decomposition (BD) (Benders, 1962). The original BD is incapable of solving our problem as it requires subproblems

to be linear programming (LP) while our second-stage problem (subproblem in BD) contains integer variables. Fortunately, the

latest advance in the class of Benders methods, the logic-based Benders decomposition (LBBD), can be applied to any class of

optimization problems (Hooker and Ottosson, 2003). In this work, the subproblem in the standard LBBD is further decomposed

and there are three echelons of problems corresponding with location, allocation, and routing, respectively. Hence, we call it

nested logic-based Benders decomposition (NLBBD). Since subproblem solving can be a bottleneck for successfully implementing

LBBD when the subproblem is complex, the advantage of our NLBBD method is the subproblem is further decomposed. Before

convergence, the NLBBD exchanges information between upper-echelon problems and lower-echelon problems through trial

solutions and logic-based Benders cuts. The logic-based Benders cuts cannot be generated follow a standard way like the

original BD does, but need to be tailored for a specific problem. Furthermore, as our second-stage problem is not relatively

complete and contains an objective (rather than a feasibility checking problem), not only feasibility cuts but also optimality

cuts are needed to guide searching for the optimum. Moreover, some valid inequalities, which are either adapted from the

literature or specialized for our problem, are introduced to reinforce the mathematical model. These valid inequalities are

also compatible with the decomposed problems. A variant of LBBD, namely branch-and-check (Thorsteinsson, 2001, Hooker,

2019), is also implemented. The branch-and-check adds cutting planes on a single branch-and-bound tree to avoid solving the

master problem from scratch each time a cutting plane is added. Finally, based on the NLBBD and branch-and-check method,

extensive numerical experiments are conducted on specially designed instances. In summary, this work contributes to both the

modeling and solution methodology as follows.

• Both studies in commercial operations management and the practice of humanitarian organizations imply the potential

of coordination in humanitarian operations management. However, coordination is still in its infancy in the literature on

humanitarian operations management. We study a preparedness planning problem with horizontal coordination that allows

inventory rebalance to alleviate the impact of inaccurately estimated demand. Since providing relief supplies to affected

communities sufficiently is the main concern of this study, we further involve the heterogeneity of the community in our

model to help achieve humanitarian equity. Numerical results show that horizontal coordination is especially valuable for

situations where facility capacity is limited, i.e., horizontal coordination makes infeasible problems feasible. When the facility

capacity is sufficient, horizontal coordination can result in more than 10% cost savings in our instances.

• Costing is also one of the crucial activities in the preparedness phase. Most of the existing literature involves costing based

on average unit cost, which can be difficult to estimate. This may impact both the accuracy of costing and the quality of

a preparedness plan. We fill this gap by introducing the routing decision to the preparedness planning problem. Numerical

results demonstrate that the average-unit-cost-based method may overestimate or underestimate the overall cost and usually

yields solutions worse than the routing-based method. Additionally, a service level parameter is introduced to help decision-

makers figure out the trade-off between the cost and the sufficiency of supplies.

• We develop an efficient NLBBD algorithm with a certificate of optimality. LBBD is a framework that needs to be customized

for specific classes of problems, and this work is one of the very few applications of LBBD on stochastic programming (Sec-

tion 2.3). Equipped with the specialized logic-based Benders feasibility cuts and optimality cuts, the NLBBD algorithm allows

incomplete recourse and subproblem objectives. To the best of our knowledge, we are the first that develop both feasibility

cut and optimality cut in the literature on LBBD for stochastic programming problems. Experiments using the extensive

form, standard NLBBD, and branch-and-check are conducted. The results demonstrate that our algorithm outperforms the

extensive form significantly. Furthermore, since our model captures activities of humanitarian operations management in

common (location, allocation, and routing) and our NLBBD is general enough (incomplete recourse, subproblem objective),

we believe the NLBBD can be extended to other classes of humanitarian operations management problems.

The remainder of this paper is organized as follows. Section 2 reviews the existing literature related to this paper. Section 3

presents the preparedness planning problem formally. To solve the mathematical model efficiently, in Section 4, the NLBBD

method is introduced. Finally, extensive numerical results are reported in Section 5 and Section 6 to validate our contributions,

followed by conclusions in Section 7.

2. Literature review

2.1. Disaster preparedness planning

Disaster preparedness planning includes capacity requirements estimation, capacity building, and capacity delivery planning

(DHS, 2011). The term “capacity” can refer to intangible (e.g., financial resources) and physical (e.g., inventory) capacity

(Van Wassenhove, 2006, Kunz et al., 2014). In this study, the preparedness planning problems of interest are mainly monetary
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requirements estimation, physical inventory building, and inventory delivery planning. The physical inventory building and

inventory delivery planning in preparedness planning are also known as prepositioning. Prepositioning can be either tactical or

strategical, depending on the length of time horizon from prepositioning to specific disaster occurrence (Sabbaghtorkan et al.,

2020). The tactical prepositioning problems are usually formulated with deterministic models (An et al., 2013, Arslan et al.,

2021). When prepositioning decisions are made a relatively long period before disasters, the uncertainty of disasters has to be

involved. Consequently, robust models (Paul and Wang, 2019, Velasquez et al., 2020, Wang and Chen, 2020, Wang et al., 2021b)

and stochastic models (Table 1) are in the majority of strategical prepositioning studies. Readers may refer to Sabbaghtorkan

et al. (2020) for a comprehensive literature review on prepositioning. In the following, we focus on stochastic prepositioning for

relief facility location and relief item distribution, i.e., physical capacity building and delivery planning, and discuss how the

monetary requirements estimation is included in their models.

Table 1: Stochastic prepositioning problems

Paper 1st 2nd 1st objective 2nd objective

Rawls and Turnquist (2010) LI C Facility + procurement Commodity flow + holding + penalty⊖

Mete and Zabinsky (2010) LI T Operating cost Transportation time + penalty⊖

Hong et al. (2015) LI C Facility + procurement Transportation + penalty⊖ + penalty⊕

Alem et al. (2016) I C Procurement + vehicle Holding + penalty⊖

Pacheco and Batta (2016) L T Procurement Transportation + penalty⊖ + penalty⊕

Rezaei-Malek et al. (2016) LI T Facility + procurement Transportation + penalty⊕, utility, difference of utility

Tofighi et al. (2016) LI T Facility + holding Distribution time, travel time, penalty⊖ + penalty⊕

Morrice et al. (2016) LI T Transportation Transportation + penalty⊖

Caunhye et al. (2016) LI R Facility Transportation time + transshipment time + penalty⊖

Manopiniwes and Irohara (2017) LI R Facility + procurement Shipping

Noham and Tzur (2018) L A - Allocated quantity / response time

Torabi et al. (2018) I T Procurement + holding Procurement + transportation + penalty⊖

Ni et al. (2018) LI C Facility + procurement Transportation + penalty⊖ + penalty⊕

Elçi and Noyan (2018) LI T Facility + procurement Transportation + penalty⊖

Sanci and Daskin (2019) L C Facility Transportation + penalty⊖

Paul and Zhang (2019) LI T Facility + procurement + shipping capacity Shipping capacity + shipping + deprivation

Hu and Dong (2019) LI T Facility + procurement + transportation Procurement + transportation + holding + penalty⊖

Aslan and Çelik (2019) LI R Facility + procurement Transportation + outsourcing + repair

Erbeyoğlu and Bilge (2020) LI T Facility + procurement -

Wang et al. (2021a) LI T Facility + procurement Transportation + penalty⊖

Sanci and Daskin (2021) L T Facility Transportation + penalty⊖

This paper LI R Facility + procurement + vehicle Routing

1 1st, the first-stage decisions; 2nd, the second-stage decisions; L, location; I, inventory; A, allocation; T, transportation; C, commodity flow; R, routing;
penalty⊖, unsatisfied demand penalty; penalty⊕, unused inventory penalty; -, not applicable.

The prepositioning problem was first introduced by Rawls and Turnquist (2010). They proposed a two-stage stochastic

prepositioning problem, in which the first-stage decisions include storage facility locations and sizes, as well as inventory for

various types of supplies. The second stage is formulated as a multi-commodity network flow problem to distribute relief

items. More recently, for example, Alem et al. (2016) developed a two-stage stochastic network flow model to make first-stage

emergency aid prepositioning, vehicle preparation, and second-stage resource distribution decisions in disaster relief. Noham and

Tzur (2018) studied a disaster preparedness and response problem, which addresses network designing and resource allocation

with the actual decision-making process. Sanci and Daskin (2019) integrated location and network restoration decisions for

emergency relief. The second stage makes distribution and network restoration decisions jointly, both of which are formulated

as commodity flow problems. Erbeyoğlu and Bilge (2020) developed a two-stage stochastic model for achieving robust response.

Their first-stage decisions include facility selection and inventory prepositioning. The second stage determines relief item

distribution quantity. We summarize the stochastic prepositioning problems in Table 1 with their first-stage decisions, second-

stage decisions, first-stage objectives, and second-stage objectives. In terms of the first-stage decisions, it is clear that location

and inventory (LI) are the majority (14 out of 20). As a result, the first-stage objectives are mainly facility costs plus procurement

costs. Most of the existing studies (17 out of 20) formulate the second stage under the framework of allocation problem (A),

transportation problem (T), or commodity flow problem (C), which require a prior estimate of the “unit” cost. As discussed

in Section 1, obtaining the unit cost can be difficult, if not impossible. Apart from that, in the second-stage objective, it is

pretty common (15 out of 20) to include penalty costs, the coefficients of which are even more difficult to obtain. Including

penalty costs results in a mixture of monetary cost and humanitarian costs, which may cause difficulties in understanding

the trade-off between monetary cost and humanitarian cost. Though decision-makers can modify the penalty factor to obtain

different solutions, all these solutions cannot guarantee the service level for a certain community, as our model separates the

monetary cost and humanitarian cost (service level) in the objective and constraints, respectively. Also, the mixed second-stage

objective makes the models incapable of estimating monetary requirements, which is one of the main aspects of preparedness

planning.

Replacing the simpler second-stage problems (allocation, transportation, and commodity flow) with vehicle routing problems

can be significant for monetary requirements estimation. The only works that integrate the vehicle routing problem into the

second stage of the two-stage stochastic prepositioning problem are ones by Manopiniwes and Irohara (2017), Aslan and Çelik

(2019), Caunhye et al. (2016). The mathematical models of Manopiniwes and Irohara (2017), Aslan and Çelik (2019) rely on

predefined routes as parameters. However, the number of variables associated with all the possible routes can be huge (Boccia
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et al., 2011). Thus the predefined routes have to be limited within an artificially designed set. The study by Caunhye et al.

(2016) is mostly closely related to our work and it is the only one that includes typical “routing constraints” (e.g., subtour

elimination) in the model. They developed a location-routing problem for emergency preparedness and response planning

with two-stage stochastic programming. In the second stage, vehicle routing and uncertainty (transportation time, external

supply, and demand) are taken into consideration. The problem is solved by transforming the two-stage model into a single-

stage counterpart (deterministic equivalent). Due to computationally intractability, a small-size illustrative example with four

warehouses, four affected communities, and three scenarios is presented in their paper. And they pointed out that a specifically

designed algorithm is required for more realistic disaster situations with more potential warehouses and affected communities.

Aside from the specifically designed algorithm, the main difference between Caunhye et al. (2016) and ours is that their model

allows unsatisfied demand. Consequently, penalty cost, which is hard to estimate in practice, needs to be predetermined. A

poorly designed penalty cost may lead to a less robust solution. In addition, the heterogeneity of affected communities is

not considered in their work. Our work does not need any parameters that are hard to obtain and ensures robustness for all

disaster cases. Along with the consideration for affected community heterogeneity and service level, humanitarian equity can

be achieved.

We summarize our efforts to address the limitations of the literature. Firstly, to avoid the unit cost parameter that is

difficult to obtain, the second-stage problem is modeled with the vehicle routing problem. Secondly, to help decision-makers

understand the trade-off between monetary costs and humanitarian costs, our objective function consists of only monetary

cost and the service level constraints measure humanitarian cost (unlike the penalty-based model in the literature). Thirdly,

community heterogeneity is considered for humanitarian equity. More generally, it is worth noting that the location-routing

problem with stochastic demand (SLRP) (Albareda-Sambola et al., 2007) has characteristics in common with our stochastic

prepositioning-routing problem, i.e., location and routing. However, the recourse decisions (second-stage decisions) in the

stochastic programming models are distinct. The SLRP recourse decisions are replenishment routes that return to the depot

based on the priori routes (first-stage decisions), while ours are complete vehicle routing problems.

2.2. Horizontal coordination

Humanitarian coordination was defined by Wankmüller and Reiner (2019) as “process of organizing, aligning and differen-

tiating of participating NGOs’ actions based on regional knowledge, know-how, specialization and resource availability to reach

a shared goal in the context of disasters”. It can be vertical (between upstream and downstream) or horizontal (among peers)

(Balcik et al., 2010) for managing information, risks, and resources (Wankmüller and Reiner, 2019, Kumar and Singh, 2022).

This study focuses on horizontal coordination of resources (relief items) among peers through lateral transshipment, which orig-

inated in commercial operations management (Lee, 1987) and has shown potential for reducing costs of holding, shipping, and

waiting (Grahovac and Chakravarty, 2001). Readers may refer to Balcik et al. (2010), Wankmüller and Reiner (2019), Adsanver

et al. (2024) for literature reviews on humanitarian coordination.

In the following, we focus on the literature in recent years that studied the horizontal coordination of relief resources from

the operational perspective. Note that works that studied the coordination between humanitarian organizations based on game

theory are excluded. Kamyabniya et al. (2019) proposed a capacity-sharing coordination mechanism for platelets provision

in humanitarian relief operations. The proposed mechanism avoids the wastage of platelets significantly. Davis et al. (2013)

studied the coordination of supply position and distribution within a cooperative relief network. In their network, shipment

can be either among suppliers or from a supplier to a consumer. The value of coordination on cost saving is validated by a

case study. Setiawan et al. (2019) dealt with the resource location and distribution problem for sudden-onset disasters. Their

numerical results show that resource sharing by breaking down barriers of administrative boundaries is beneficial. Rottkemper

et al. (2012) developed a multi-period inventory relocation and redistribution model in humanitarian operations management.

In each period, transshipment between regional depots is allowed. Baskaya et al. (2017) developed deterministic prepositioning

models that incorporate lateral transshipment of relief items in humanitarian logistics. The case study shows that the percentage

of lateral transshipment increases when beneficiaries require higher quality service. Doodman et al. (2019) developed a multi-

period stochastic pre-positioning model considering lateral transshipment among distribution centers. The value of lateral

transshipment on cost saving is validated by numerical experiments. Wang et al. (2021c) developed a two-stage stochastic

model with stochastic demand for the distribution of disaster supplies with lateral transshipment opportunity. All these results

suggest the potential of horizontal coordination in humanitarian operations.

Horizontal coordination is still in its infancy in the literature on humanitarian operations management, especially with

uncertainty. To the best of our knowledge, there are only seven papers on humanitarian horizontal coordination, and among

them, three (Davis et al., 2013, Doodman et al., 2019, Wang et al., 2021c) incorporated uncertainty. We demonstrate the

distinction between the literature and this study as follows. Firstly, most of the studies exploited the deterministic (and static)

model (Baskaya et al., 2017) and dynamic model (Kamyabniya et al., 2019, Setiawan et al., 2019, Rottkemper et al., 2012),

and showing a tendency to tactical decisions (Kamyabniya et al., 2019). Our problem is more strategic than tactical since

facility location decisions that can have a long-term impact are considered. Secondly, the tactical tendency makes horizontal
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coordination be used in a reactive manner in the response phase. We analyze the value of integrating horizontal coordination

into the preparedness problem (Section 6.1), rather than using it as a remedy. Thirdly, incorporating horizontal coordination

with vehicle routing (as described in Section 1 and Section 2.1) adds computational challenges to our model, and asks for an

efficient specialized algorithm. The second-stage vehicle routing problem with horizontal coordination is a new variant of the

multi-depot vehicle routing problem with inter-depot routes (Schiffer et al., 2019).

2.3. Logic-based Benders decomposition

The hierarchical nature of two-stage stochastic programming makes stage-wise decomposition promising for it. The BD

(Benders, 1962) and the L-shaped method (Van Slyke and Wets, 1969) (a type of BD that was specialized for stochastic

programming) are well-known stage-wise decomposition methods that use linear hyperplanes to outer approximate the value

function of the second-stage problem. The BD and the L-shaped method only allow linear subproblems. However, the sub-

problem may contain integer (including 0-1 integer) variables for the two-stage stochastic programming. The integer L-shaped

(Laporte and Louveaux, 1993) extends the Benders method by allowing mixed-integer subproblems, though the master problem

can only be 0-1 integer. The LBBD (Hooker and Ottosson, 2003) generalizes the existing BD method, and it can be applied to

any class of optimization problems, e.g., mixed integer programming, non-linear programming, and feasibility-checking problem

(Rahmaniani et al., 2017). For the comprehensive literature review of BD, readers can refer to Rahmaniani et al. (2017).

Similar to the BD, the LBBD decomposes an original mathematical programming problem into one relaxed master problem

and some subproblems. The master problem provides a lower bound (in the case of the minimization problem) for the original

problem and it feeds a temporary solution to the subproblem. The subproblems add feasibility cuts to the master problem

when there is an infeasible subproblem. When all the subproblems are feasible, an upper bound for the original problem is

obtained. Optimality cuts are generated and added to the master problem when it turns out the recourse cost is underestimated

by the master problem. The algorithm terminates when the lower bound is close enough to the upper bound. Compared

with the BD, the LBBD relies on the inference dual, which is a generalization for the linear programming dual in BD. Unlike

the BD which has a standard procedure to generate Benders cuts, logic-based Benders cuts for LBBD are problem-specific.

The LBBD has been applied to facility location (e.g., Fazel-Zarandi and Beck, 2012, Fazel-Zarandi et al., 2013), routing (e.g.,

Fachini and Armentano, 2020), and scheduling (e.g., Lombardi et al., 2010, Riise et al., 2016, Guo et al., 2021, Elçi and Hooker,

2022) problems in various contexts. In the context of humanitarian operations management, Erbeyoğlu and Bilge (2020) is the

only one that applied LBBD. We recommend Hooker (2019) for a comprehensive review of LBBD. Most of the works using

LBBD formulate only one type of Benders cut, either optimality cuts or feasibility cuts. In our decomposition framework, both

feasibility cuts and optimality cuts are formulated, so more complicated characteristics (incomplete recourse, response cost) of

disaster response are allowed to be captured. Without a feasibility cut, the stochastic programming problem is required to be

relatively complete, i.e., for any first-stage solution, the second-stage problem is always feasible. Without an optimality cut,

the second-stage response cost cannot be involved. Furthermore, our work extends the existing five works (Lombardi et al.,

2010, Fazel-Zarandi et al., 2013, Erbeyoğlu and Bilge, 2020, Guo et al., 2021, Elçi and Hooker, 2022) that applied LBBD to

stochastic programming. To the best of our knowledge, we are the first that develop both feasibility cuts and optimality cuts

in the literature on LBBD for stochastic programming problems.

The NLBBD, which is also known as three-level (Fazel-Zarandi et al., 2013), recursive (Riise et al., 2016), or three-stage (Guo

et al., 2021) LBBD, is a variant of the standard LBBD. The NLBBD further decomposes each subproblem in LBBD into one

master problem and some subproblems. NLBBD is suitable for problems that are inherently multi-stage, or static but contain

harder subproblems in the standard LBBD. The NLBBD shares information and generates cutting planes recursively. Fazel-

Zarandi et al. (2013) used three-level LBBD to solve facility location and fleet management problems with random travel time.

(Riise et al., 2016) used recursive LBBD to solve the deterministic multi-mode outpatient appointment scheduling problem.

Guo et al. (2021) used three-stage LBBD to solve the distributed operating room scheduling problem with uncertain surgery

durations. Our work is the first that uses NLBBD in the context of humanitarian operational management. Since our model

captures activities of humanitarian operations management in common (location, allocation, and routing) and the NLBBD

framework allows involving incomplete recourse and response cost, our NLBBD framework can be extended to other classes of

preparedness planning problems. It is also worth noting that for large-scale stochastic programming, the NLBBD makes parallel

computing possible. Though this is out of the scope of this study. In summary, this study not only contributes to the LBBD

literature on stochastic programming but also contributes to the NLBBD literature, and we are the first that present an exact

solution method with optimality certificates for preparedness planning with horizontal coordination.

3. Stochastic prepositioning-routing problem

3.1. Problem description

Humanitarian logistics involves two phases for distributing relief supplies: global transportation and local transportation.

For example, the UNHRD operates six global depots to procure, store, and transport emergency supplies. These depots have
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been chosen for their transport connections and proximity to disaster-prone areas. Inventory in these depots allows relief items

to be dispatched within 48 hours upon requests of partners. The process of transporting items from global depots to partners’

facilities is known as global transportation. Partner organizations of UNHRD distribute relief items to affected people, after

the deliveries in bulk have arrived from UNHRD (WFP, 2019, UNICEF, 2023). Our study focuses on distributing relief items

from local facilities to affected people, i.e., local transportation. The main differences between global transportation and local

transportation are the quantity of items and the time required. Transporting goods from global depots to local facilities is

typically done in bulk. The time required, using UNHRD as an example, is in days. Whereas, transporting from local facilities

to affected people takes hours and the demand of each affected community can be less than a truckload. Our modeling choice

is made based on these differences. Firstly, since it takes hours for local facilities to reach affected people, we do not consider

the variations in visiting time between these communities. Secondly, since the demand of each community can be less than a

truckload, we model the second-stage decisions based on the vehicle routing problem, instead of the transportation problem,

which can be more suitable for global transportation.

A relief network containing nodes (relief facilities and affected communities) and links (roads) is considered in this study.

Decisions associated with the proposed relief network consist of both pre-disaster planning decisions and post-disaster response

decisions. The planning decisions have to be made with uncertain information, that is the condition of affected communities

and roads is only revealed after a disaster strikes. These uncertainties are characterized by discrete scenarios that are generated

from historical data or predictions for a future event, depending on whether the plan is made as a long-term strategy or for

an oncoming predictable disaster, e.g., a typhoon. Each scenario has a specific probability and corresponds to a realization of

uncertain parameters, e.g., the demand of affected communities, and whether a community can be reached by normal vehicles.

To figure out the trade-off between the sufficiency of relief items and the monetary cost, we introduce a service level parameter,

which is defined as the minimum ratio of demand that can be satisfied for all the affected communities in all the scenarios.

The goal of the preparedness planning problem is (i) to make planning and response decisions such that the demand of all the

affected communities can be met under particular service-level constraints, and (ii) to estimate the overall cost, which is the

sum of the planning cost and expected response cost. To be more specific, we use Figure 1 as an illustrative example of the

proposed relief network.
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Figure 1: The second-stage routing decisions for two different scenarios s = 1 and s = 2, with the same first-stage location and
prepositioning decisions. Figure 1(a) shows the case with lower demands but isolated affected communities, requiring no horizontal
coordination but a special vehicle. Figure 1(b) involves higher demands without isolated community, necessitating horizontal coordination.

In Figure 1, the circles represent affected communities, the black boxes represent relief facilities, and the arrows represent

vehicle routes. The numbers on circles, boxes, and arrows represent the quantity of relief item demand, inventory, and flow,

respectively. As presented in Figure 1, we assume that in the planning phase: (i) two relief facilities are opened among all

the candidates, with each having a capacity of ten; (ii) the prepositioning inventory of each relief facility is its maximum

capacity; and (iii) two and three potentially affected communities are assigned to the left relief facility and the right relief

facility, respectively. Due to the concern of consistency (Stavropoulou et al., 2019) (personnel can become more competent

by familiarizing themselves with their assigned region), geographical restrictions (Uichanco, 2021) (a physical boundary may

exist between communities affected by a disaster), and administrative boundaries (Setiawan et al., 2019) (the government is

responsible only for its own administration area), we assume that each affected community is assigned to one relief facility. This

assumption is aligned with the humanitarian relief practice and is common in the humanitarian logistic literature with horizontal

coordination. From the practical perspective, assigning affected communities to facilities before a disaster aligns with the pre-

scripted mission assignments principle of the National Incident Management System (NIMS) in the U.S. (DHS, 2008), which

helps to identify resources and capabilities required, and also helps to organize and train deployable personnel. Assigning before
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a disaster is also a counterbalance for duplication of effort that facing humanitarian organizations (UNDP, 2022, TOI, 2011,

IPC-IG, 2022). Duplication occurs when a secondary agency provides the aid that was the primary responsibility of another

agency, and then the primary agency also provides aid later (eCFR, 2009). This can be prevented by ensuring each affected

community one-time delivery from a single source, as we have assumed. In the literature, assigning communities to facilities is

common, particularly in studies with horizontal coordination (please refer to the supplementary material for a brief literature

review). Completing assignments before a disaster enhances the reliability of relief systems by enabling more predictable post-

disaster actions. This is because each facility knows which region it is responsible for. Horizontal coordination, exemplified

later by Figure 1, primarily aims to increase flexibility. Our modeling choices (assignment + horizontal coordination) are a

compromise between flexibility and reliability. Nevertheless, this assumption can be relaxed by simply removing the assignment

decisions or moving them to the second stage.

Since assignment decisions are made before the actual demand of affected communities is known, unexpected relief item

shortages or surplus for opened relief facilities may be incurred. Therefore, horizontal coordination from one facility to another

is introduced to rebalance inventory in the response stage. Figure 1(a) and Figure 1(b) illustrate the response-stage decisions

with two scenarios. In Figure 1(a), the total supply of the left relief facility is ten, and the total demand of affected communities

assigned to it is eight. The total supply of the right relief facility is ten, and the total demand of affected communities assigned

to it is nine. That is for each relief facility, the total supply can meet the total demand. Thus, horizontal coordination is not

necessary. Note that in Figure 1(a), two of the affected communities are isolated, thus special vehicle is used. In Figure 1(b),

the total demand of the right relief facility is twelve, while its supply is ten. Hence, two units of relief items are transported from

the left relief facility that has a surplus (ten units of supplies, eight units of demand). Without horizontal coordination, there is

no feasible solution for scenario s = 2. One may argue that the assumption of assignment decisions in the planning stage is too

strong. However, even when we relax this constraint, there is still no feasible solution for s = 2, since it is impossible to pack

items of size {5, 3, 4, 4, 4} into two bins each has a capacity of ten. Using vehicle routing problems with split deliveries can result

in feasible solutions. On the other hand, split deliveries imply that each affected community may be visited multiple times.

This should be avoided considering the hazard of disaster-affected areas. In summary, there are four types of decisions that

need to be made in the preparedness planning problem: location, inventory, allocation, and routing. The allocation decision

includes the number of relief items to be distributed from facilities to affected communities and from one facility to another. The

objective is to distribute relief items to affected communities with the minimum cost, i.e., facility, procurement, and expected

routing costs.

3.2. Two-stage stochastic programming model

We formulate the disaster preparedness planning problem as a stochastic prepositioning-routing problem (SPRP) using

two-stage stochastic programming. The first-stage decisions need to be decided before the disaster occurs, and the second-stage

decisions are for the response actions, namely recourse decisions. The goal of the two-stage stochastic programming is to

minimize the sum of the first-stage cost and expected recourse cost. Notations for sets, parameters, and decision variables used

are summarized as follows.

Sets:

T Set of relief facility candidates.

D Set of potentially affected communities.

N Set of both relief facility candidates and potentially affected communities, N = T ∪D.

Ni Set of nodes excluding i, Ni = N \ {i}.

A Set of arcs between nodes in N , A = {(p, q)|p ∈ N, q ∈ N}.

K Set of available facility types.

H Set of all available vehicle types.

H′ Set of available special vehicle types, H′ ⊂ H.

S Set of scenarios. The probability of s ∈ S is denoted as Ps.

D
′s Set of isolated affected communities in scenario s ∈ S.

Parameters:

M A sufficiently large number.

r Service level that restricts the minimal ratio of satisfied demands, r ≥ 0.

Qk Capacity of relief facility of type k ∈ K.

ck Opening cost of relief facility of type k ∈ K.

c Unit procurement cost of relief item.

nh Number of available vehicles of type h ∈ H.

Q Capacity of vehicles.

ch1 Fixed cost of preparing a type h ∈ H vehicle at a relief facility.
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chpq Unit cost of vehicle of type h ∈ H to travel on arc (p, q) ∈ A.

ms
j Demand of affected community j ∈ D in scenario s ∈ S.

Ps Probability of scenario s ∈ S.

esj Binary parameter that indicates whether j ∈ D is isolated in scenario s ∈ S. esj = 1 if affected community j is isolated

in scenario s, esj = 0 otherwise. An isolated affected community can only be visited by special vehicles of type h ∈ H′.

Decision variables:

yik Binary variable that indicates whether a type k ∈ K facility is opened at i ∈ T . yik = 1 if relief facility i of type k is

opened, yik = 0 otherwise.

li Quantity of initial inventory of relief facility i ∈ T .

wh
i Number of vehicle of type h ∈ H prepared at relief facility i ∈ T .

xij Binary variable that indicates whether community j ∈ D is assigned to i ∈ T . xij = 1 if community j is assigned to

relief facility i, xij = 0 otherwise.

tsij Quantity of relief item transported from i ∈ T to j ∈ D in scenario s ∈ S.

ts
ii′j Quantity of relief item transported from i ∈ T to j ∈ D through i′ ∈ T in scenario s ∈ S.

z
(s,i,h)
pq Binary variable that indicates whether vehicle of type h ∈ H that dispatched from i ∈ T travels on arc (p, q) ∈ A in

scenario s ∈ S. z
(s,i,h)
pq = 1 if vehicle of type h from relief facility i travels on arc (p, q) in scenario s, z

(s,i,h)
pq = 0

otherwise.

f
(s,i,h)
pq Quantity of relief item that flows from relief facility i ∈ T on vehicle of type h ∈ H on arc (p, q) ∈ A in scenario s ∈ S.

Auxiliary decision variables:

xs
pq Binary variable that indicates whether q ∈ D ∪ T accept relief items from p ∈ T in scenario s ∈ S. In each scenario

s ∈ S, for relief facility q ∈ T , xs
pq = 1 if and only if

∑
j∈D tspqj > 0, while for community q ∈ D, xs

pq = xpq .

Q
(s,i)
p Quantity of relief item transported from relief facility i ∈ T to affected community or transfer point (relief facility)

p ∈ D ∪ T in scenario s ∈ S.

In the planning phase, a subset of relief facilities is chosen from the candidate set T . Each facility can be established with

a specific capacity option within K. The opening cost for facility i ∈ T of capacity Qk ∈ K is ck. Relief items and vehicles

of type H \ H ′ and H ′ are prepared at each opened relief facility. The relief items in a quantity of li, purchased with price

c and prepared at each opened relief facility, cannot exceed facility capacity. The goal of the planning phase is to determine

the location and capacity (yik) of relief facilities, determine the initial inventory of relief items (li) and vehicles (wh
i ) prepared

at opened facilities, and assign (xij) affected communities to opened facilities. The planning-phase decisions are formulated as

follows.

[SPRP] minimize
∑
i∈T

∑
k∈K

ckyik +
∑
i∈T

c li +
∑
i∈T

∑
h∈H

ch1w
h
i +Q

(
yik, li, w

h
i , xij

)
(1.1)

subject to
∑
k∈K

yik ≤ 1, ∀i ∈ T (1.2)

li ≤
∑
k∈K

yikQ
k, ∀i ∈ T (1.3)

∑
i∈T

xij = 1, ∀j ∈ D (1.4)

xij ≤
∑
k∈K

yik, ∀i ∈ T, j ∈ D (1.5)

∑
i∈T

wh
i ≤ nh, ∀h ∈ H (1.6)

yik, xij ∈ {0, 1}, ∀i ∈ T, j ∈ D, k ∈ K (1.7)

li, w
h
i ∈ Z+

0 , ∀i ∈ T, h ∈ H (1.8)

(1.1) minimizes the total cost, which includes both first-stage and expected second-stage costs. The first-stage costs comprise

facility opening, relief item procurement, and vehicle preparation expenses. The second-stage recourse cost — the expected

cost of taking first-stage decisions — is denoted as Q(·), and will be discussed in detail later. (1.2)–(1.6) are the first-stage

prepositioning constraints. (1.2) ensures that at most one type of relief facility can be opened at each candidate location. (1.3)

ensures that the number of relief items cannot exceed the facility’s capacity. (1.4) is a consistency constraint that ensures every

affected community is always served by the same relief facilities whatever the outcoming scenario is. However, the “=” can be

replaced with “≥” to allow each affected community to be served by multiple facilities. (1.5) ensures affected communities can

be assigned to a relief facility only if the relief facility is opened. (1.6) limits the number of vehicles that can be used. (1.7) and

(1.8) are domains of decision variables where “∈ Z+
0 ” is equivalent to “≥ 0 and integer”.

In the response phase, due to uncertainty, unexpected shortages or surpluses may be incurred. To rebalance inventory,

facilities in shortage can be replenished by others in surplus. Thus, there are two types of transportation methods: direct
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shipment tsij , i.e., transportation from i to j; and horizontal coordination tsii′j , i.e., transportation from i to j through i′. For

all the scenarios s ∈ S, the quantity of relief items allocated to an affected community at least meets the demand of the

affected community ms
j multiplied by the service level r. The response-phase decisions aim to allocate relief items to affected

communities through both direct shipment (tsij) and horizontal coordination (tsii′j). For each scenario s ∈ S with realized

affected communities demand quantity ms
j and accessibility esj , each affected community j ∈ D must be visited by one vehicle

with the number of relief items defined by allocation variables tsij and tsii′j . In s ∈ S, some affected communities may be isolated,

making them inaccessible to normal vehicles. These communities, denoted as D
′s = {j ∈ D|esj = 1}, can only be reached by

special vehicles of type h ∈ H ′. Let the binary variable z
(s,i,h)
pq = 1 if a vehicle of type h that is dispatched by facility i in

scenario s travel on arc (p, q) ∈ A, the quantity of commodity flow on this arc is denoted as f
(s,i,h)
pq , and the cost for type h

vehicle to travel on (p, q) is chpq. The flow variable is restricted by vehicle capacity Q. The response-stage problem is formulated

to an allocation and vehicle routing problem based on the single-commodity flow formulation (Baldacci et al., 2008, Koç et al.,

2016). In the model, we use subscript (p, q) ∈ A for variables ts.., t
s
..., x

s
.., z

s,i,h
.. , and f (s,i,h)

.. in the routing constraints (2.9)–(2.20)

to distinguish them from the superscript i in z(s,i,h).. and f (s,i,h)
.. .

[SPRP] Q
(
yik, li, w

h
i , xij

)
=

minimize
∑
s∈S

Ps

∑
i∈T

∑
h∈H

∑
(p,q)∈A

chpq · z(s,i,h)pq
(2.1)

subject to tsij ≤ Mxij , ∀i ∈ T, j ∈ D, s ∈ S (2.2)

tsii′j ≤ Mxi′j , ∀i ∈ T, i′ ∈ T, j ∈ D, s ∈ S (2.3)∑
j∈D

tsii′j ≤ M
∑
k∈K

yik, ∀i ∈ T, i′ ∈ T, s ∈ S (2.4)

∑
j∈D

tsii′j ≤ M
∑
k∈K

yi′k, ∀i ∈ T, i′ ∈ T, s ∈ S (2.5)

∑
j∈D

tsij +
∑
i′∈T

∑
j∈D

tsii′j ≤ li, ∀i ∈ T, s ∈ S (2.6)

∑
i∈T

tsij +
∑
i∈T

∑
i′∈T

tsii′j ≤ ms
j , ∀j ∈ D, s ∈ S (2.7)

∑
i∈T

tsij +
∑
i∈T

∑
i′∈T

tsii′j ≥ ⌈r ·ms
j⌉, ∀j ∈ D, s ∈ S (2.8)

∑
q∈Ni

z
(s,i,h)
iq ≤ wh

i , ∀i ∈ T, h ∈ H, s ∈ S (2.9)

xs
pq = xpq, ∀p ∈ T, q ∈ D, s ∈ S (2.10)

1

M

∑
j∈D

tspqj ≤ xs
pq ≤

∑
j∈D

tspqj , ∀p, q ∈ T, s ∈ S (2.11)

xs
pp = 1, ∀p ∈ T, s ∈ S (2.12)∑

h∈H

∑
p∈N

z(s,i,h)pq = xs
iq, ∀i ∈ T, q ∈ Ni, s ∈ S (2.13)

∑
h∈H′

∑
p∈N

z(s,i,h)pq = xs
iq, ∀i ∈ T, q ∈ D

′s, s ∈ S (2.14)

∑
p∈N

z(s,i,h)pq −
∑
p∈N

z(s,i,h)qp = 0, ∀i ∈ T, q ∈ Ni, h ∈ H, s ∈ S (2.15)

f (s,i,h)
pq ≤ Mxs

ip, ∀i ∈ T, p ∈ N, q ∈ N,h ∈ H, s ∈ S (2.16)

f (s,i,h)
pq ≤ Mxs

iq, ∀i ∈ T, p ∈ N, q ∈ N,h ∈ H, s ∈ S (2.17)∑
h∈H

∑
q∈N

f (s,i,h)
qp −

∑
h∈H

∑
q∈N

f (s,i,h)
pq = Q(s,i)

p , ∀i ∈ T, p ∈ Ni, s ∈ S (2.18)

Q(s,i)
q z(s,i,h)pq ≤ f (s,i,h)

pq ≤ (Q−Q(s,i)
p )z(s,i,h)pq , ∀i ∈ T, (p, q) ∈ A, h ∈ H, s ∈ S (2.19)

Q(s,i)
p =


tsip +

∑
q∈T tsqip ∀i ∈ T, p ∈ D, s ∈ S∑

q∈D tsipq ∀i ∈ T, p ∈ T, p ̸= i, s ∈ S

0 ∀i ∈ T, p ∈ T, p = i, s ∈ S

(2.20)

tsij , t
s
ii′j ∈ Z+

0 , ∀i ∈ T, i′ ∈ T, j ∈ D, s ∈ S (2.21)

xs
pq ∈ {0, 1}, ∀p ∈ T, q ∈ N, s ∈ S (2.22)

z(s,i,h)pq ∈ {0, 1}, ∀i ∈ T, (p, q) ∈ A, h ∈ H, s ∈ S (2.23)

f (s,i,h)
pq , Q(s,i)

p ∈ Z+
0 , ∀i ∈ T, (p, q) ∈ A, h ∈ H, s ∈ S (2.24)
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(2.1) minimizes the expected second-stage routing costs, i.e., the last term in (1.1). (2.2)–(2.8) are allocation constraints.

(2.2) ensures every community only accepts relief items from the facility it is assigned to. (2.3) ensures relief facility i can

transport relief items through facility i′ to affected community j only if affected community j was assigned to relief facility

i′. (2.4) and (2.5) ensure relief items can be transported from relief facility i to affected community j through relief facility i′

only if both i and i′ is opened. (2.6) ensures the total quantity of relief item transport from relief facility i is no more than

its stock. (2.7) and (2.8) ensure that all the affected communities in all the scenarios obtain relief items no more than their

demand but satisfy the service level r requirement. The service level parameter, denoted by r, serves as a measure of reliability

for a plan. It acts as a factor of safety and enables decision-makers to estimate the monetary requirements for different levels

of reliability. By analyzing the marginal cost associated with increasing reliability, they can determine the optimal service level

that balances cost and performance. (2.9)–(2.20) are routing constraints. (2.9) ensures the number of vehicles does not exceed

the number that has been prepared at a relief facility. (2.10) and (2.11) introduce auxiliary variables xs
pq, which indicate the

assignment in a specific scenario. Specifically, except for the affected communities assigned to relief facility p, transfer facilities

{q ∈ T |∃j∈Dtspqj ≥ 1} are also considered assigned to p. (2.12) permits all relief facilities to dispatch vehicles in every scenario.

(2.13)–(2.15) ensure that an arc (p, q) can be visited by a vehicle from i only if both p and q are assigned to i. (2.16) and

(2.17) link binary assignment variables and continuous variables. (2.18)–(2.20) define the commodity flow. In (2.20), Q
(s,i)
p

is the number of relief items that need to be directly delivered from i to p in scenario s, and p can be either the affected

community or relief facility. Due to (2.19), unlike the standard single-commodity flow formulation that is mixed-integer linear

programming (MIP), our model becomes a mixed-integer quadratically constrained programming (MIQCP). Though (2.19) is

non-convex, binary variables in quadratic terms allow off-the-shelf solvers to handle it by linearization. Furthermore, our nested

decomposition solution method tackles this quadratic constraint automatically, because variables in the quadratic terms are

decomposed into problems of the different echelons. (2.21)–(2.24) are domains of decision variables.

3.3. Valid inequalities

The proposed SPRP model can be further enhanced in the following ways. Firstly, it is apparent that some variables must

be zero in the optimal solution, hence they are set to zeros by (3.1) and (3.3) to reduce the searching space. Secondly, valid

inequalities (3.2) and (3.4)–(3.7) are introduced to strengthen the continuous relaxation of SPRP. These reinforcements can be

beneficial for finding better feasible solutions and providing a tightener lower bound. (3.1) is adapted from the strengthened

inequalities used by Salhi et al. (2014) for the deterministic multi-depot heterogeneous fleet vehicle routing problem. (3.2)

is adapted from the valid inequalities used by Albareda-Sambola et al. (2009) and Fazel-Zarandi and Beck (2012) for the

deterministic plant location problem. (3.1) and (3.2) are stochastic counterparts for those of deterministic problem. Additionally,

we introduce (3.3)–(3.7) to reinforce the formulation.

[VI] f
(s,i,h)
pi = 0, ∀i ∈ T, p ∈ N,h ∈ H, s ∈ S (3.1)∑
k∈K

yik ≤
∑
s∈S

∑
q∈Ni

xs
iq, ∀i ∈ T (3.2)

tsiij = 0, ∀i ∈ T, j ∈ D, s ∈ S (3.3)

wh
i ≤

∑
s∈S

∑
q∈Ni

xs
iq, ∀i ∈ T, h ∈ H (3.4)

∑
h∈H

wh
i Q ≥

∑
j∈D

tsij +
∑
i′∈T

∑
j∈D

tsi′ij +
∑
i′∈T

∑
j∈D

tsii′j , ∀i ∈ T, s ∈ S (3.5)

∑
h∈H′

wh
i Q ≥

∑
j∈D′s

tsij +
∑
i′∈T

∑
j∈D′s

tsi′ij , ∀i ∈ T, s ∈ S (3.6)

∑
i∈T

li ≥ max
s∈S

(∑
j∈D

⌈
r ·ms

j

⌉)
(3.7)

(3.1) imposes a vehicle must dispatch all the loaded relief items before it completes the trip and returns to a facility. (3.2)

makes sure a candidate facility can be opened only if at least one affected community is assigned to it. (3.3) avoids relief facilities

to transport items to themselves. Similar to (3.2), (3.4) make sure that vehicles can be prepared at a facility only if at least one

point is assigned to this facility. (3.5) and (3.6) impose the minimum vehicle capacity that is prepared. The right-hand side

of (3.6) is different from that of (3.5) because it is assumed that relief facilities are located at less vulnerable places such that

a relief facility will not be isolated after the disaster occurs, consequently, the situation to dispatch special vehicles to another

facility not necessarily occur. Though in some cases letting special vehicles deliver resources to another relief facility may reduce

the overall cost, (3.6) is valid since it is a lower bound on the special vehicle capacity. (3.5) and (3.6) imply the bounds for

normal vehicles. (3.7) imposes that the resources prepositioned at relief facilities at least meet the maximum total demand of

affected communities among all the scenarios.
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Figure 2: The NLBBD flowchart. The original SPRP (Section 3) is decomposed into a prepositioning master problem (PMP) (Section 4.1.1),
a resource allocation subproblem (RASP) (Section 4.1.2), and a set of vehicle dispatching subproblems (VDSP) (Section 4.1.3). Logic-based
Benders optimality cuts and feasibility cuts are proposed for the PMP (Section 4.2.1) and the RASP (Section 4.2.2).

4. Solution method

The solution method based on the NLBBD is developed in this section. Section 4.1 decomposes the original SPRP model.

Section 4.2 introduces four sets of logic-based Benders cuts for the decomposed problems, two of which are feasibility cuts and

the other two are optimality cuts. Section 4.3 presents the enhancements to the NLBBD method. Notations used in this section,

proofs of cut validity, pseudocode, and implementation details for the algorithm are provided in the supplementary material.

4.1. Nested logic-based Benders Decomposition

The number of constraints and decision variables associated with SPRP grows with the scenario number, facility number,

and affected community number. Therefore, the problem with a large number of scenarios, facilities, or affected communities

cannot be solved efficiently using off-the-shelf solvers. To solve the problem efficiently, we develop a solution method based on

the LBBD (Hooker and Ottosson, 2003, Hooker, 2019). The LBBD method, which is similar to BD, decomposes the original

model into one master problem and some subproblems, but LBBD can handle any class of optimization problems. A set of

problem-specific logic-based Benders cuts (feasibility cuts and/or optimality cuts) are used to link the master problem and

subproblems. The master problem in LBBD is a relaxation of the original problem. In the objective function of the master

problem, the objective of subproblems is replaced with some estimators. These estimators usually underestimate the subproblem

objectives, when the master problem does not obtain sufficient information (Benders cuts) from the subproblems. The value

functions of these estimators with respect to the master problem decision variables are usually nonlinear and noncontinuous for

stochastic programming problems. However, with given master problem variable values (temporary solution), the true value of

estimators can be computed by subproblems relatively easily. The difference between estimator values and objective values (or

infeasibility proof) of subproblems implies the optimality of the solution in the current iteration for the original problem. The

Benders optimality cuts exclude the temporary master problem solution when gaps between estimator values and subproblem

objective values are detected. The Benders feasibility cuts exclude the temporary master problem solution when the subproblem

is infeasible with the master problem solution. The LBBD converges to the optimum in a finite number of iterations when

estimators being close enough to the subproblem objectives.

The hierarchical nature of two-stage stochastic programming, as well as the particular structure of the proposed SPRP,

motivate us to extend the LBBD to NLBBD. The first-stage prepositioning decisions have a global impact, while the second-

stage response (allocation and routing) decisions only have a relatively local impact. Fixing the first-stage decisions yik, w
h
i , and

li results in |S| independent multi-depot vehicle routing problems. Furthermore, once assignment decisions xij and allocation

decisions tsij and tsii′j are fixed, at most |S| · |T | independent, and single-depot, vehicle routing problem are obtained. The term

“nested” in the NLBBD is used to express that the subproblems in the standard LBBD are further decomposed. As shown

in Figure 2, the original SPRP can be decomposed into a prepositioning master problem (PMP) (Section 4.1.1), a resource

allocation subproblem (RASP) (Section 4.1.2), and a set of vehicle dispatching subproblems (VDSP) (Section 4.1.3). The

upper echelon problems feed the trial solution to lower echelon problems, while the lower echelon problems generate either

Benders feasibility cuts or Benders optimality cuts to guide searching for the optimum (Section 4.2). Two versions of NLBBD,

namely classical NLBBD (NLBBD-C) and modern branch-and-check (NLBBD-B&C) (Thorsteinsson, 2001, Hooker, 2019), are
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implemented. The only difference between NLBBD and NLBBD-B&C is that NLBBD builds a PMP branch-and-bound tree

from scratch each time a new set of Benders cuts is generated, while NLBBD-B&C generates Benders cut and adds it to the

branch-and-bound tree once an incumbent (integer feasible) solution is found. Thus, NLBBD-C builds up multiple branch-and-

bound trees during iterations, while LBBD-B&C searches for the optimum in a single branch-and-bound tree, which implies

the behavior differences between them. Branch-and-check is known to be efficient especially when the master problem is harder

compared with the subproblem (Beck, 2010, Hooker, 2019). The pseudocode of LBBD-C and LBBD-B&C, and implementation

details can be found in the supplementary material. The following subsections introduce the resulting decomposed problems.

4.1.1. Prepositioning master problem

Let Ris be an estimator for the second-stage recourse cost of specific i ∈ T, s ∈ S, we have the following PMP which copies

constraints that contain only first-stage decisions (yik, li, xij , and wh
i ) from the SPRP. The constraints that contain both

first-stage decisions and second-stage decisions are left for RASP and VDSPs. The proposed PMP is a relaxation of the original

SPRP since it contains only a subset of the constraints in the original SPRP.

[PMP] minimize
∑
i∈T

∑
k∈K

ckyik +
∑
i∈T

c li +
∑
i∈T

∑
h∈H

ch1w
h
i + Es∈S

(∑
i∈T

Ris

)
(4.1)

subject to (1.2)–(1.8), (3.7) (4.2)∑
k∈K

yik ≤
∑
j∈D

xij , ∀i ∈ T (4.3)

wh
i ≤

∑
j∈D

xij , ∀i ∈ T, h ∈ H (4.4)

∑
h∈H

wh
i Q ≥ li, ∀i ∈ T (4.5)

∑
h∈H

wh
i Q ≥

∑
j∈D

⌈r ·ms
j⌉ · xij , ∀i ∈ T, s ∈ S (4.6)

∑
h∈H′

wh
i Q ≥

∑
j∈D′s

⌈r ·ms
j⌉ · xij , ∀i ∈ T, s ∈ S (4.7)

(7.1), (7.2), [feasibility cuts] (4.8)

(8), [optimality cuts] (4.9)

Ris ∈ R+
0 , ∀i ∈ T, s ∈ S (4.10)

(4.1) minimizes the sum of the first-stage cost and the expected second-stage cost. (4.2) replicates constraints (1.2)–(1.8)

from the model SPRP. It also includes the valid inequality (3.7). (4.3)–(4.7) strengthen the PMP formulation as suggested

by Hooker (2019) to contain relaxation of subproblems in the master problem. The relaxation is expressed in terms of master

problem variables. (4.3) is similar to the valid inequality (3.2) that ensures a facility can be opened only if at least one affected

community is assigned to it. (4.4) is similar to (3.4), ensuring vehicles can be prepared at a facility that has at least one affected

community assigned to it. (4.5) ensures the total capacity of prepared vehicles can at least meet the total supply. (4.6) ensures

the total capacity of vehicles prepared at a facility at least meets the demand of affected communities (adjusted by r) assigned

to this facility. (4.7) is similar to (4.6) about the total capacity of special vehicles. (4.8) and (4.9) are Benders cuts that are

discussed in detail in Section 4.2.1. (4.10) is domains of decision variable where “∈ R+
0 ” is equivalent to “≥ 0”.

4.1.2. Resource allocation subproblem

The RASP is an intermediary between the PMP and the VDSPs. For one thing, the RASP determines the quantity of

relief items for VDSPs. For another, the RASP estimates the expected routing cost for the PMP. Note that the RASP is

scenario-separable, such that we can formulate the RASP with |S| independent subproblems. In this case, we do not have to

solve the whole (relatively large-scale) RASP, but solve |S| independent RASP. Though this decomposition for the RASP may

help improve computational efficiency further, we keep the RASP undivided mainly because our experiment shows that the

computational time for the RASP is less significant than that for the VDSPs. In the following subsections, we let ·̄, ·̃, and ·̂
denote variables values obtained by the PMP, the RASP, and the VDSPs, respectively.

[RASP] Es∈S

(∑
i∈T

R̃is

)
=

minimize
∑
s∈S

Ps

∑
i∈T

R′
is

(5.1)

subject to (2.2)–(2.8), (2.21), (3.3) (5.2)∑
h∈H

wsh
i Q ≥

∑
j∈D

tsij +
∑
i′∈T

∑
j∈D

tsi′ij +
∑
i′∈T

∑
j∈D

tsii′j , ∀i ∈ T, s ∈ S (5.3)
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∑
h∈H′

wsh
i Q ≥

∑
j∈D′s

tsij +
∑
i′∈T

∑
j∈D′s

tsi′ij , ∀i ∈ T, s ∈ S (5.4)

wsh
i = w̄h

i , ∀i ∈ T, h ∈ H, s ∈ S (5.5)

(10.1)–(10.4), [feasibility cuts] (5.6)

(11.1)–(11.3), [optimality cuts] (5.7)

wsh
i ∈ Z+

0 , ∀i ∈ T, h ∈ H, s ∈ S (5.8)

R′
is ∈ R+

0 , ∀i ∈ T, s ∈ S (5.9)

(5.1) minimizes the expected routing cost with the given PMP solution. In (5.1), R̃is denotes the value of routing cost

obtained by RASP, and R′
is is the estimator for routing cost in the RASP for the VDSPs. R′

is is different from that in

the PMP, which is denoted as Ris. Constraints (5.2) remains the same as (2.2)–(2.8) except in (5.2) yik, li, xij are replaced

with ȳik, l̄i, x̄ij yielded by the PMP, respectively. (5.3) provides a lower bound on the total capacity of vehicles prepared at a

facility. (5.4) is the counterpart of (5.3) for special vehicles. (5.5) introduces variables wsh
i , which indicates the number of type

h vehicles at facility i in scenario s. (5.6) and (5.7) are Benders feasibility cuts and optimality cuts that are discussed in detail

in Section 4.2.2. (5.8) and (5.9) are domains of decision variables. The purpose of RASP is to check whether the first stage

location decisions x̄ij , assignment decisions ȳik, and relief item storage decisions l̄i provide a feasible resource allocation scheme

given the demand and service level r. Once a RASP is infeasible with the given first-stage decision variables, feasibility cuts are

generated for the PMP (see Section 4.2 for details). When the RASP is feasible we proceed to solve the VDSPs in Section 4.1.3.

4.1.3. Vehicle dispatching subproblems

Given the decisions yielded by PMP and RASP, there are at most |S| · |T | independent VDSPs considering that some of the

relief facilities may not be opened. Suppose that xij , yik, t
s
ij , t

s
ii′j are temporarily fixed to x̄ij , ȳik, t̃

s
ij , t̃

s
ii′j , ∀i, i′ ∈ T, j ∈ D, s ∈ S

by the PMP and the RASP. For each i ∈ T that
∑

k∈K ȳik = 1 (opened facility): let D̃s
i ⊂ D, where esj = 0 and x̄ij = 1 ∀j ∈ D,

denote non-isolated affected communities assigned to i; let D̃′s
i = D \ D̃s

i , where esj = 1 and x̄ij = 1 ∀j ∈ D, denote isolated

affected communities assigned to i; let T̃ s
i ⊂ T , where

∑
j∈D t̃sii′j ≥ 1 ∀i′ ∈ T , denote relief facilities that accept relief items

from i. For each relief facility i in scenario s, G̃(s,i) = (Ñ (s,i), Ã(s,i)) denotes a symmetric complete graph with node set

Ñ (s,i) = {i}∪ D̃′s
i ∪ D̃s

i ∪ T̃ s
i and arc set Ã(s,i) = {(p, q)|p, q ∈ Ñ (s,i)}. Let facility {i} be the depot, the customer set for {i} can

be denoted as Ñ (s,i)
i = Ñ (s,i) \{i} = D̃′s

i ∪ D̃s
i ∪ T̃ s

i . The quantity of acquired relief item of demand point in Ñ (s,i)
i is denoted as

Q̃
(s,i)
j = t̃sij , ∀j ∈ D̃′s

i ∪ D̃s
i , Q̃

(s,i)

i′ =
∑

j∈D t̃sii′j , ∀i′ ∈ T s
i . Then, let integer variables f

(s,i,h)
pq indicate the quantity of relief item

transported on arc (p, q) ∈ Ã(s,i) in scenario s by vehicle of type h that dispatched from relief facility i, let integer variables

x
(s,i,h)
pq = 1 indicate the vehicle h dispatched from relief facility i travels on arc (p, q) ∈ Ã(s,i) in scenario s, x

(s,i,h)
pq = 0 otherwise.

Note that the isolated affected communities in D̃′s
i can only be visited by special vehicle h ∈ H ′. For each (i, s) ∈ T × S pair,

we have a VDSP as follows.

[VDSP] R̂′
is =

minimize
∑
h∈H

∑
(p,q)∈Ã(s,i)

chpq · z(s,i,h)pq
(6.1)

subject to
∑

q∈Ñ (s,i)
i

z
(s,i,h)
iq ≤ w̃sh

i , ∀h ∈ H (6.2)

∑
h∈H

∑
p∈Ñ (s,i)

z(s,i,h)pq = 1, ∀q ∈ Ñ (s,i)
i (6.3)

∑
h∈H′

∑
p∈Ñ (s,i)

z(s,i,h)pq = 1, ∀q ∈ D̃′s
i (6.4)

∑
p∈Ñ (s,i)

z(s,i,h)pq −
∑

p∈Ñ (s,i)

z(s,i,h)qp = 0, ∀q ∈ Ñ (s,i)
i , h ∈ H (6.5)

∑
h∈H

∑
q∈Ñ (s,i)

f (s,i,h)
qp −

∑
h∈H

∑
q∈Ñ (s,i)

f (s,i,h)
pq = Q̃(s,i)

p , ∀p ∈ Ñ (s,i)
i (6.6)

Q̃(s,i)
q z(s,i,h)pq ≤ f (s,i,h)

pq ≤ (Q− Q̃(s,i)
p )z(s,i,h)pq , ∀(p, q) ∈ Ã(s,i), h ∈ H (6.7)

f
(s,i,h)
pi = 0, ∀p ∈ Ñ (s,i), h ∈ H (6.8)

z(s,i,h)pq ∈ {0, 1}, ∀(p, q) ∈ Ã(s,i), h ∈ H (6.9)

f (s,i,h)
pq ∈ Z+

0 , ∀(p, q) ∈ Ã(s,i), h ∈ H (6.10)

(6.1) minimizes the routing cost. (6.2) ensures that the vehicle of type h used in relief facility i in every scenario s cannot

exceed the number of vehicles dispatched to i in the prepositioning phase. (6.3) ensures that every demand node in the VDSP

is visited exactly once. (6.4) ensures that the isolated demand nodes are visited by the special vehicle exactly once. (6.3)–(6.5)

ensure that the isolated demand nodes cannot be visited by normal vehicles. (6.6) ensures the relief items preserved at the
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affected community or transfer facility are exactly equal to its demand. (6.7) eliminates the sub-tours. As a counterpart of the

quadratic constraint (2.19), (6.7) is linear since the transportation decisions t̃sij and t̃sii′j are fixed to specific values. (6.8) is a

valid inequality that is similar to (3.1), imposing that a vehicle must return to a facility without a remainder item after a trip

is finished. (6.9) and (6.10) are domains of decision variables.

4.2. Logic-based Benders cuts

Two types of Benders cuts, i.e., Benders feasibility cuts and Benders optimality cuts, are proposed for the PMP and the

RASP. Once the lower echelon problem is infeasible with the decisions provided by the upper echelon problem, feasibility cuts

are generated by the lower echelon problem for the upper echelon problem, i.e., the RASP to the PMP and the VDSP to the

RASP. Once the lower echelon problem is optimized but its solution indicates that the upper echelon problem underestimates

the objective value, optimality cuts are generated by the lower echelon problem for the upper echelon problem. A valid Benders

feasibility cut must (i) excludes the current master problem solution if it is not globally feasible, and (ii) not remove any globally

feasible solution (Chu and Xia, 2004). A valid Benders optimality cut must (iii) excludes the current master problem solution

if it is not globally optimal, and (iv) not remove any globally optimal solution (Guo et al., 2021). These properties hold for our

logic-based Benders cuts. (i) and (iii) guarantee finite convergence if the master problem variables have a finite domain. (ii) and

(iv) guarantee optimality because the cuts never remove globally optimal solutions. Hence, our NLBBD algorithm converges to

the optimum in a finite number of iterations.

4.2.1. Benders cuts for PMP

Feasibility cuts: We feed vehicle variable values (w̄h
i ), location variable values (ȳik), assignment variable values (x̄ij), and

inventory variable values (l̄i) yielded by the PMP to the RASP, to check the feasibility of vehicle variables wsh
i . When the

RASP turns out to be infeasible after some Benders cuts are added by the VDSPs, it is implied that the PMP solution is also

not globally feasible. This kind of infeasibility is caused by the conflict between (5.5) and (5.6). The reason why other variables

(ȳik, x̄ij , and l̄i) are neglected to check the feasibility is that (3.7) (in (4.2)) ensures sufficient supplies, so that there is at least

one feasible way to allocate relief items.

In an iteration u of PMP, let w̄
h(u)
i be the vehicle variable values and x̄

(u)
ij be the assignment variable values. Given the

service level r and affected community demands ms
j , the minimum number of vehicle requirements of facility i can be obtained

by solving a series of bin packing problems B(L,Q) where L is a list of items with certain sizes and Q is the capacity of the bin

(see details in the supplementary material). For each scenario, let Bs(u)
i

(
⌈r ·ms

j⌉∀j ∈ D̄
(u)
i , Q

)
be the lower bound of the vehicle

number, then the minimum number of vehicles required to be prepared at facility i is maxs∈S

{
Bs(u)
i

(
⌈r ·ms

j⌉∀j ∈ D̄
(u)
i , Q

)}
,

which is sufficient for the worst scenario. Considering that in a future iteration, customers in D̄
(u)
i = {j ∈ D|x̄(u)

ij = 1} may be

assigned to other facilities rather than i, we present the Benders feasibility cuts generated by the RASP for the PMP, inspired

by Fazel-Zarandi and Beck (2012) for deterministic facility location problem with homogeneous customer, as∑
h∈H

wh
i ≥ max

s∈S

{
Bs(u)
i

(
⌈r ·ms

j⌉∀j ∈ D̄
(u)
i , Q

)}
−

∑
j∈D̄

(u)
i

(1− xij), ∀i ∈ I(u) (7.1)

∑
h∈H′

wh
i ≥ Bs(u)

i

(
⌈r ·ms

j⌉∀j ∈ D̄′s(u)
i , Q

)
−

∑
j∈D̄′s(u)

i

(1− xij), ∀i ∈ I(u), s ∈ S (7.2)

where I(u) is the set of facilities that do not have a sufficient number of vehicles in iteration u. The right-hand side of (7.1) is

the minimum number of vehicles that are required to be prepared at facility i considering that some affected community j may

be reassigned to other facilities. (7.2) is the counterpart of (7.1) for special vehicles, where D̄′s(u)
i = {j ∈ D|esj = 1, x̄

(u)
ij = 1}

denotes the set of isolated communities.

Optimality cuts: When the RASP is optimized with a given PMP solution but there is a gap between the RASP objective

and the PMP recourse objective, it implies that the PMP underestimates the recourse cost, thus optimality cuts are generated

and added to the PMP. The idea of our optimality cuts for the PMP is, that when the assignment decisions xij are modified, the

performance of the PMP may be further improved. In other words, the PMP can try other assignments, and the new assignments

may result in RASP with a lower objective. If no better objective is obtained from the RASP, the recourse estimators in the

PMP are increased in turn. Let D̄
(u)
i ∪ {i} denote the cluster of points that are assigned to facility i in iteration u, the PMP

solution may be improved by reassigning some of the points in this cluster to other facilities in the future iterations. We present

optimality cuts as

Ris ≥ R̃(u)
is −

∑
j∈D̄

(u)
i

[
max

p∈D̄
(u)
i ∪{i}

{
2 ·max

h∈H
chpj

}]
(1− xij). (8)

The first term of the right-hand side of (8) is the routing cost obtained by solving the RASP. For each affected community

j assigned to facility i in iteration u, if j is assigned to another facility rather than i, the maximum routing cost reduction is
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the term in the square bracket, namely cutting coefficient. If j is removed from the cluster D̄
(u)
i ∪ {i}, it reduces in maximum

by twice the maximum travel cost between j and another point in D̄
(u)
i ∪ {i}. (8) is inspired by the optimality cut by Fachini

and Armentano (2020) for the deterministic single-depot heterogeneous fleet vehicle routing problem with time windows. (8)

has a single-cut counterpart that can be formulated as

∑
s∈S

Ps

∑
i∈T

Ris ≥
∑
s∈S

Ps

∑
i∈T

R̃(u)
is −

∑
i∈T

∑
j∈D̄

(u)
i

[
max

p∈D̄
(u)
i ∪{i}

{
2 ·max

h∈H
chpj

}]
(1− xij). (9)

For the problem with larger |T | and |S|, (8) may result in a larger master problem with more constraints. By introducing

(9), the problem size can be reduced significantly. But on the other hand, (9) provides poorer recourse cost approximation than

(8). The trade-off between (8) and (9) is the number of iterations and runtime for solving the master problem in each iteration.

In our instances, (8) is used since it is more efficient than (9).

4.2.2. Benders cuts for RASP

Feasibility cuts: Given a particular transportation solution (w̃sh
i , t̃si,j , t̃

s
ii′j) yielded by the RASP, if the resulting (s, i)-

specific VDSP solution is infeasible, feasibility cuts are generated to strengthen the RASP. When the demands of affected

communities are separable, i.e., VDSP can be formulated as a VRP with separable demands, the RASP solution will never

be infeasible for the VDSP since (4.5), (5.3), and (5.4) guarantee sufficient vehicle capacity, furthermore (3.7) (in (4.2)) and

horizontal coordination guarantee sufficient supply. In our settings, the demand is inseparable, i.e., all the demands of an

affected community must be fulfilled by a single vehicle. In this case, the infeasibility is caused by the fact that the truckload

is not fully used.

In a particular iteration u, let D̃
s(u)
i = {j ∈ D|t̃s(u)ij ≥ 1} and D̃′s(u)

i = {j ∈ D̃
s(u)
i |esj = 1} be all the customers and isolated

customers that obtain relief items directly from facility i, T̃
s(u)
i = {i′ ∈ T |

∑
j∈D t̃

s(u)

ii′j ≥ 1} be the facilities that obtain relief

items from facility i such that these items can be transported to other customers, t̃
s(u)

ii′j and t̃
s(u)
ij denote the transshipment

decisions that fed by the RASP. Let Is(u) denote a set of i for which the (s, i)-specific VDSPs are proved to be infeasible in

iteration u, we have the Benders feasibility cuts as∑
h∈H

wsh
i ≥ Bs(u)

i

(
t̃
s(u)
ij , t̃

s(u)

ii′j , Q
)
−

∑
j∈D̃

s(u)
i

W
s(u)
ij −

∑
i′∈T̃

s(u)
i

W
s(u)

ii′ , ∀i ∈ Is(u), s ∈ S (10.1)

∑
h∈H′

wsh
i ≥ Bs(u)

i

(
t̃
s(u)
ij , Q

)
−

∑
j∈D̃′s(u)

i

W
s(u)
ij , ∀i ∈ Is(u), s ∈ S (10.2)

W
s(u)
ij =

1, if tsij ≤ t̃
s(u)
ij − 1

0, otherwise
, ∀i ∈ Is(u), j ∈ D̃

s(u)
i , s ∈ S (10.3)

W
s(u)

ii′ =

1, if
∑

j∈D tsii′j ≤
∑

j∈D t̃
s(u)

ii′j − 1

0, otherwise
, ∀i ∈ Is(u), i′ ∈ T̃

s(u)
i , s ∈ S. (10.4)

There are two possible ways to cut off the current infeasible RASP solution: (i) adding vehicles to facility i; (ii) decreasing

the quantity of relief items transported to other facilities and communities. (10.1)–(10.4) are based on this idea. The first term of

the right-hand side of (10.1), Bs(u)
i

(
t̃sij , t̃

s
ii′j , Q

)
, is the minimum number of vehicles obtained by solving a bin packing problem.

The capacity of bin is Q, item set is D̃
s(u)
i ∪ T̃

s(u)
i , and sizes of items are t̃

s(u)
ij and

∑
j∈D t̃

s(u)

ii′j . The second term of the right-hand

side of (10.1),
∑

j∈D̃
s(u)
i

W s
ij , is the maximum reduction of vehicle quantity considering that the direct transportation quantity

may be decreased by the RASP. Similarly, the third term of the right-hand side of (10.1),
∑

i′∈T̃
s(u)
i

W s
ii′ , is the maximum

reduction of vehicle quantity considering that the horizontal coordination quantity may be decreased. For a facility j ∈ D̃
s(u)
i ,

when the relief items that are transported to it horizontally are reduced, the maximum vehicle quantity reduction of i ∈ Is(u)

is one. When the item transportation quantity is increased, the minimum vehicle quantity requirement cannot be lower than

Bs(u)
i (t̃sij , t̃

s
ii′j , Q). In summary, (10.1) is the lower bound on the number of all types of vehicles given the resource allocation

decisions; (10.2) is the lower bound on the number of special vehicles given the resource allocation decisions.

Optimality cuts: In an iteration u, when the RASP solution is feasible for a (s, i)-specific VDSP, but there is a gap between

VDSP objective value R̂(u)
is and the RASP objective value R̃(u)

is , optimality cuts are added to the RASP. Since transportation

decisions tsij and tsii′j are fixed for the VDSPs, the VDSPs provide an upper bound on the recourse objective of the RASP by

solving in maximum |T | independent vehicle routing problem. Contrary to the feasibility cuts that are added when subproblem

is infeasible, optimality cuts are generated when subproblem is feasible, and it is added to the upper echelon problem when it

is validated (Rahmaniani et al., 2017), i.e., R̂(u)
is > R̃(u)

is .

Recall the notations used for feasibility cuts, in an iteration u and a scenario s, let D̃
s(u)
i be customers that obtain relief

items directly from facility i, T̃
s(u)
i be facilities that receive relief items from facility i. The gap between the VDSP recourse cost

R̂(u)
is and the RASP recourse cost R̃is implies that the RASP underestimated the routing cost, since the RASP is a relaxation

for the routing problem. In case of R̂(u)
is > R̃is, Benders optimality cut is added to the RASP. Otherwise, if R̂(u)

is = R̃is for all
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the i and s, the RASP is optimized with the given PMP location, inventory, assignment, and vehicle decisions. The Benders

optimality cuts are presented as

R′
is ≥ R̂′(u)

is −
∑

j∈D̃
s(u)
i

R
s(u)
ij −

∑
i′∈T̃

s(u)
i

R
s(u)

ii′ , ∀i ∈ T, s ∈ S (11.1)

R
s(u)
ij =

MAX
C̃

(u)
is ,i,j

, if tsij ≤ t̃
s(u)
ij − 1

0, otherwise
, ∀i ∈ T, j ∈ D̃

s(u)
i , s ∈ S (11.2)

R
s(u)

ii′ =

MAX
C̃

(u)
is ,i,i′

, if
∑

j∈D tsii′j ≤
∑

j∈D t̃
s(u)

ii′j − 1

0, otherwise
, ∀i ∈ T, i′ ∈ T̃

s(u)
i , s ∈ S (11.3)

where MAX
C̃

(u)
is ,i,j

= max
{
2·maxh∈H chij , 2 ·max

p,q∈C̃
(u)
is ,h∈H

{
chpq
}}

. The first term 2·maxh∈H chij denotes the cost of dis-

patching another vehicle and the second term 2 ·max
p,q∈C̃

(u)
is ,h∈H

{
chpq
}
denotes the cost of inserting j to an existing route. The

left-hand side of (11.1) is the estimator of the routing cost of the RASP model. The first term of the right-hand side of (11.1) is

the routing cost value yielded by the VDSP in iteration u. The second term of the right-hand side of (11.1) (also (11.2)) defines

the maximum reduction of routing cost once the transportation decision t̃
s(u)
ij changes. The last term of (11.1) (also (11.3)) is

the counterpart of (11.2) for facilities that received relief items from other facilities. The idea of (11.1) is either dispatching

additional vehicles or reducing the number of relief items transported out of facility i would lead to a reduction in the routing

costs. For (11.1), in case of (i) the transportation decision tsii′j is equal to or less than (t̃
s(u)
ij − 1), the reduction of routing cost

is twice the maximum distance between pair of points in the set C̃
(u)
is = D̃

s(u)
i ∪ T̃

s(u)
i ∪ {i}, which are facilities that i served,

customers that i served, and i itself; (ii) the transportation decision tsii′ is same as t̃
s(u)
ij , the reduction of routing cost is zero;

and (iii) the transportation decision tsii′ is more than t̃
s(u)
ij , since the right-hand side of (11.1) is a lower bound on routing cost,

we simply set the reduction value to zero.

4.3. Implementation enhancements

Benders decomposition is known to be slow in convergence. To accelerate it, there are three directions: (i) accelerating

the master problem; (ii) accelerating subproblems; and (iii) generating strong cuts. (i) has been addressed by implementing

NLBBD-B&C, which searches for the optimal PMP solution on a single branch-and-bound tree, as discussed in Section 4.1. We

address (ii) by accelerating the VDSPs and using upper bounds of the VDSPs, and address (iii) by initializing warm-start cuts.

Accelerating VDSPs: Our initial experiments using the MIP solver, specifically Gurobi, for VDSPs show that reaching

proven optimums is difficult: due to the poor lower bounds of MIP relaxations. The large proportion of computational time

occupied by VDSPs suggests accelerating VDSPs can speed up the overall algorithm. Therefore, the VRPSolverEasy (Errami

et al., 2024), which is a Python interface of VRPSolver (Pessoa et al., 2020), is used for solving VDSPs. VRPSolver is a state-of-

the-art sophisticated exact solver based on branch-cut-and-price for VRP variants. It focuses on proving optimality for a known

solution by improving lower bounds, and is able to solve VRP instances with less than 100 customers in minutes (Errami et al.,

2024). VRPSolverEasy is easier to use than VRPSolver. Unlike VRPSolver, which requires knowledge of MIP modeling and

branch-cut-and-price algorithms, VRPSolverEasy defines VRPs using customers, depots, links, and vehicle types. For simplicity,

VRPSolverEasy compromises to a subset of VRP variants that can be handled by the VRPSolver. Our VDSPs fall within this

subset.

Using upper bounds of VDSPs: Our VDSPs can always be solved exactly by VRPSolverEasy in minutes. For more

difficult instances that cannot reach proven optimum easily, we may choose to terminate the solution process of VDSPs earlier

by computational time limit or optimality gap tolerance. However, the validity of (10) and (11) with a suboptimal VDSP

(upper bound) need to be analyzed. (10) remains valid since it is generated only when VDSP is infeasible. The validity of (11)

is not this straightforward. Let R̃
′
is be the value of the estimator of RASP, R̂

′∗
is be the optimal VDSP objective, and R̂

′U
is be an

upper bound of R̂
′∗
is , i.e., R̂

′U
is ≥ R̂

′∗
is . Assume that during iteration we only know the information of R̂

′U
is instead of R̂

′∗
is , and in

an iteration it is detected R̂
′U
is > R̃

′
is. In this case, optimality cut (11) is added to the RASP, resulting current RASP solution

being excluded for future iterations. However, the gap between R̂
′U
is and R̂

′∗
is suggests the possibility of R̂

′∗
is ≤ R̃

′
is, indicating

that (11) should not be generated. A potentially optimal RASP solution is cut off, resulting in a reduced feasibility region

compared to the true one. As a result, sub-optimal VDSPs lead to an upper bound for the original problem. In this study, when

solving VDSPs using Gurobi, we set a stopping criterion of 500 seconds computational time or 5% optimality gap whichever

is first hit; when solving VDSPs using VRPSolverEasy, this strategy is not used, since they can reach proven optimums within

350 seconds (with the majority taking less than 100 seconds).

Initializing warm-start cuts: We observed that the lower bounds in initial iterations of NLBBD-C and NLBBD-B&C

can be low, leading to high gaps and consequentially slow convergence. This is due to the values of Rij (estimator for the

second-stage costs) in the PMP being guided by Benders cuts. They can be close to zero until a sufficient number of Benders

cuts are added after a sufficient number of iterations. In stochastic programming, it is well known that the objective values

of perfect information problems (wait-and-see problems) yield lower bounds to the objective value of the stochastic problem.
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This can be used to generate cuts at the root node, namely wait-and-see warm-start cuts (Guo and Zhu, 2023, Kůdela and

Popela, 2017). To derive these cuts, we need to solve |S| (number of scenarios) independent problem each with the scenario

being S = {s}, i.e., perfect information problem. Then the objective of the scenario {s} in PMP cannot be smaller than the

objective of the perfect information problem, as formulated below for each s ∈ S.

∑
i∈T

∑
k∈K

ckyik +
∑
i∈T

c li +
∑
i∈T

∑
h∈H

ch1w
h
i +

∑
i∈T

Ris ≥ min
(1.2)–(3.7)

S={s}

(∑
i∈T

∑
k∈K

ckyik +
∑
i∈T

c li +
∑
i∈T

∑
h∈H

ch1w
h
i +

∑
i∈T

Ris

)
(12)

In (12), the left-hand side is the objective of scenario s, and the right-hand side is the objective value of perfect information

problem with S = {s}. Since the right-hand side is a lower bound of the objective of scenario s, we do not have to solve the

perfect information problem to optimum but can use a valid lower bound of the perfect information problem, to alleviate the

computational burden. We allocate 120 seconds in maximum to each scenario-specific warm-start problem. Note that the lower

bounds of perfect information problems can be easily retrieved from the MIP solver.

5. Computational performance

We implemented all the algorithms with Gurobi 9.1’s Python application programming interface (API), the version of

Python is 3.7.4. The machine that our code ran on was a CentOS 7.9 Linux server with four cores (eight threads) of Intel Xeon

Platinum (Cooper Lake) 8369 (3.3 GHz, Turbo Boost speed of 3.8 GHz ) CPU and 16GB of RAM. Some of the experiments

that are not time-sensitive were run on the NEOS Server (Dolan, 2001). Extensive numerical experiments are conducted in

this section, which demonstrates the efficiency of the NLBBD method. Section 5.1 presents the test instances that are used

for the following numerical experiments. Section 5.2 compares the performance of the extensive form of SPRP with NLBBD.

Section 5.3 compares the convergence behaviors of NLBBD implementations.

5.1. Instances design

Since there is no benchmark instance for our SPRP, we designed instances for numerical experiments. Let a particular class

of instances be denoted as |T |-|D|-|S|-C-T , where |T | ∈ {3, 5, 7} is the number of relief facility candidates, |D| ∈ {10, 20, 40} is

the number of affected community, |S| ∈ {2, 4} is the number of scenarios, C ∈ {0 (uniform), 1 (clustered)} is the distribution

type of affected communities, and T ∈ {0 (earthquake), 1 (flood/storm)} represents the disaster type. The distribution type and

disaster type that affect the distribution of isolated affected communities are discussed in detail later. For example, 7-40-4-1-1

represents a flood/storm instance with seven relief facility candidates, 40 clustered affected communities, and four scenarios.

These parameter settings are aligned with the literature (see the supplementary material for detail), and thus are expected to

accurately reflect real disaster situations. By using instances of various sizes, we can test the scalability of our proposed solution

method and gain valuable managerial insights from optimized instances. The characteristics of a particular instance can be

divided into scenario-independent ones (location of facilities and affected communities) and scenario-dependent ones (demand

of affected communities and whether an affected community is isolated). The scenario-independent ones are introduced followed

by the scenario-dependent ones.

0 500 1000

0

500

1000

03-40-04-0-1 (s = I)

Relief facility

Isolated community

Non isolated community

(a) Uniformly distributed instance for flood/storm

0 500 1000

0

500

1000

03-40-04-1-0 (s = I)

Relief facility

Isolated community

Non isolated community

(b) Clustered instance for earthquake

Figure 3: Instance illustration

Generating relief facility and affected community location: The locations of relief facility candidates are generated

from a two-dimensional integer uniform distribution IU([0, 1000]2). For small- and medium-size instances (|D| ∈ {10, 20}), only
uniformly distributed (C = 0) affected communities are generated, and the generating method is the same as that for relief
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facilities. While for large-size instances (|D| = 40), additional clustered (C = 1) instances are generated. To generate clustered

instances, all the affected communities are firstly assigned to one cluster among four with an equal probability, i.e., 0.25. The

four cluster centers are generated from a two-dimensional integer distribution IU([150, 850]2). Let (ox, oy) be the center of a

cluster, then affected communities assigned to it are generated from IU([ox−150, ox+150]× [oy −150, oy +150]). The distance

between pairs of locations is calculated by the Euclidean distance. Figure 3 are two instances with three facility candidates and

40 affected communities, which are uniformly distributed in Figure 3(a) and clustered in Figure 3(b) (four clusters in dotted-line

squares).

Generating affected community demand: In practice, the Federal Emergency Management Agency (FEMA) of the

United States classifies emergencies and disasters into minor emergencies, limited and potential emergencies, and major disasters

by size, type, and number of issues that need to be addressed (FEMA, 2013). Accordingly, there are level 3, level 2, and level

1 (from less severe to more severe) emergency response activation levels to be activated (FEMA, 2019). In China, emergencies

are classified into level IV, level III, level II, and level I (from less severe to more severe) by the General Office of the State

Council, PRC (2016). Thus it is reasonable to generate instances with S = {IV, III, II, I}. We assume that the demand of

each affected community is determined by population (pj ∼ IU(50, 300)) and severity score (sss : ssIV ∼ U(0.0, 0.4), ssIII ∼
U(0.2, 0.6), ssII ∼ U(0.4, 0.8), ssI ∼ U(0.6, 1.0)), which denotes the average relief item consumption rate (in units of relief items

per person) and is inherently determined by disaster scenarios. Note that IU(·) denotes integer uniform distribution and U(·)
denotes uniform distribution. The demand of affected communities j is calculated by ⌈1× pj × sss⌉ where ⌈·⌉ is the ceiling

function and 1 is one unit of emergency preparedness kit that contains the first-72-hours supplies to an individual. Note that

for instances with two scenarios, only the level IV scenario and the level I scenario are considered. The scenarios mentioned

above are created by aggregating disaster impacts, rather than using simulation results or historical records of disasters directly.

This method typically requires fewer scenarios compared to the latter (see supplementary material for scenario numbers in

literature). However, we consider it crucial to analyze the scalability of our proposed approach with respect to the number of

scenarios |S|, which is presented in Section 5.4.

Generating isolated affected communities: The idea for generating isolated communities is based on the simple fact

that an affected community has more potential to be isolated if it is closer to the center of a disaster. The “center” of a

disaster is determined by its type. The top three most frequently occurring natural disasters from 2000 to 2019 are flood (44%

in all recorded events), storm (28% in all recorded events), and earthquake (8% in all recorded events). These top three are

responsible for 80% of the world’s natural disasters (UNDRR, 2020). We assume that the center of a flood/storm is a line

while the center of an earthquake is a point. Then the distance between affected communities and the disaster center can be

calculated. The chance of an affected community being isolated can be determined by its distance to the disaster center and

the vulnerability score (vss: vsIV = 0.10, vsIII = 0.25, vsII = 0.50, vsI = 1.00), which is inherently determined by disaster

scenarios. More specifically, let doj denotes the distance between affected community j and disaster center o, it is assumed

that the center of flood/storm is the line y = 500 and the center of earthquake is the point (500, 500) as shown in Figure 3;

F (doj) be a step function F (doj) = 0.80χ[0,50)(doj) + 0.50χ[50,200)(doj) + 0.20χ[200,+∞)(doj) where χR(doj) = 1 if doj ∈ R,

χR(doj) = 0 if doj /∈ R; and x ∼ B(P) be a Bernoulli distribution such that Prob(x = 1) = P and Prob(x = 0) = 1− P. Recall

that esj is a binary parameter indicating whether an affected community is isolated, esj is generated from B(F (doj) × vss) for

all the affected communities j and scenarios s.

To make sure all the instances are feasible, the capacity of vehicles at least meet the maximum possible affected community de-

mand, i.e., 300 (= max(pj)×max(sss)), the large-size facility capacity is set to 4000 (= max(|D|)×max(pj)×max(sss)/min(|T |)),
and the small-size facility capacity is set to 1/4 of the large-size one, i.e., 1000. In summary, 48 distinct instances are generated,

among which there are 12 small-size instances, 12 medium-size instances, 12 uniformly distributed large-size instances, and 12

clustered large-size instances. All the aforementioned parameters are summarized in the supplementary material. Note that we

make sure the only difference among instances with the same |T |-|D|-∗-C-∗ is demand quantity and isolated points distribution.

In other words, instances with the same facility quantity, affected community quantity, and distribution type have the same

facility and community locations and community population.

5.2. Computational efficiency

This subsection evaluates the efficiency of five different solution methods: (i) solving extensive forms of SPRP using Gurobi;

(ii) solving extensive forms of SPRP with valid inequalities using Gurobi; (iii) the classical implementation of NLBBD with

valid inequalities; (iv) the branch-and-check implementation of NLBBD with valid inequalities; (v) the enhanced (Section 4.3)

branch-and-check implementation of NLBBD with valid inequalities. Results are reported in Table 2, Table 3, and Table 4. For

each instance, the column SPRP reports the objective value obtained by solving (1.1)–(2.21) and (2.1)–(2.24) using Gurobi. The

column SPRP-VI further adds valid inequalities (3.1)–(3.7). The column NLBBD-C reports solutions obtained by the classical

NLBBD while NLBBD-B&C presents solutions of branch-and-check implementation. NLBBD-B&C++ uses the enhancements

described in Section 4.3. For each solution method (SPRP, SPRP-VI, NLBBD-C, NLBBD-B&C, and NLBBD-B&C++), Obj.

denotes the objective value of the best feasible solution. Gap(%) denotes the optimality gap that is defined as (UB - LB) /
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UB. For all the methods, UB is the best integer-feasible solution. For SPRP, SPRP-VI, NLBBD-B&C, and NLBBD-B&C++

the LB is the lower bound obtained from the linear relaxation, while for NLBBD-C the LB is the objective value of PMP with

an incomplete set of Benders cuts in the last iteration. The time limit for all the solution methods is set to 3,600 seconds. The

time limit of 3,600 seconds is set such that there can be easy instances that can be solved to proven optimum, medium instances

that may not reach proven optimum but can obtain good quality solutions with lower optimality gap, and hard instances where

our approach is the only one capable of yielding feasible solutions (as opposed to Gurobi). For instances that can be optimized

within this limit, we report the solution time in the column Time(s).

Table 2: Computational performance (small size)

Instance
SPRP SPRP-VI NLBBD-C NLBBD-B&C NLBBD-B&C++

Obj.
Gap
(%)

Time
(s)

Obj.
Gap
(%)

Time
(s)

Obj.
Gap’
(%)

Time
(s)

Obj.
Gap
(%)

Time
(s)

Obj.
Gap
(%)

Time
(s)

03-10-02-0-0 *329424 0.00 16 *329424 0.00 25 *329424 0.00 200 *329424 0.00 36 *329424 0.00 45
03-10-02-0-1 *579322 0.00 14 *579322 0.00 14 *579322 0.00 57 *579322 0.00 20 *579322 0.00 28
03-10-04-0-0 *295132 0.00 310 *295132 0.00 253 *295132 0.00 472 *295132 0.00 82 *295132 0.00 94
03-10-04-0-1 *420081 0.00 152 *420081 0.00 156 *420081 0.00 94 *420081 0.00 61 *420081 0.00 73
05-10-02-0-0 *316940 0.00 77 *316940 0.00 62 *316940 0.00 220 *316940 0.00 43 *316940 0.00 40
05-10-02-0-1 *443174 0.00 40 *443174 0.00 47 *443174 0.00 53 *443174 0.00 35 *443174 0.00 39
05-10-04-0-0 285998 1.75 Lmt. 285998 1.62 Lmt. *285998 0.00 1948 *285998 0.00 113 *285998 0.00 133
05-10-04-0-1 *347928 0.00 1221 *347928 0.00 744 *347928 0.00 168 *347928 0.00 99 *347928 0.00 94
07-10-02-0-0 *267079 0.00 358 *267079 0.00 531 *267079 0.00 547 *267079 0.00 98 *267079 0.00 86
07-10-02-0-1 *377938 0.00 140 *377938 0.00 182 *377938 0.00 168 *377938 0.00 65 *377938 0.00 59
07-10-04-0-0 265369 2.24 Lmt. 265369 2.35 Lmt. *265369 0.00 933 *265369 0.00 277 *265369 0.00 302
07-10-04-0-1 *320798 0.00 2716 *320798 0.00 2943 *320798 0.00 785 *320798 0.00 160 *320798 0.00 159

1 Boldface denotes the best objective value among solution methods in this table; “*” denotes the optimized objective value; “-”
denotes no feasible solution is found; “Lmt.” means 3,600 seconds.

Performance differences among SPRP, SPRP-VI, NLBBD-C, NLBBD-B&C, and NLBBD-B&C++ vary with instances scale.

In small-size instances (Table 2), NLBBD-C, NLBBD-B&C, and NLBBD-B&C++ outperform SPRP and SPRP-VI significantly.

Most of the small-size instances can be optimized by NLBBD-C, NLBBD-B&C, and NLBBD-B&C++ in minutes. While within

the given time limit, two instances cannot be optimized by SPRP and SPRP-VI, i.e., instances 05-10-04-0-0 and 07-10-04-

0-0. It can be observed that the computational effort required by SPRP and SPRP-VI is more sensitive to the number of

scenarios compared with NLBBD-C, NLBBD-B&C, and NLBBD-B&C++. For instances with four scenarios, NLBBD-B&C and

NLBBD-B&C++ can save computation time in order of magnitude compared with SPRP and SPRP-VI.

In medium-size instances (Table 3), there are six in 12 NLBBD-B&C++ solutions that are better or not worse than SPRP

and SPRP-VI. However, the optimality gap of NLBBD-C, NLBBD-B&C, and NLBBD-B&C++ can be higher than that of

SPRP and SPRP-VI, which can be explained from two aspects: upper bound and lower bound obtaining. Firstly, to obtain

a feasible upper bound, the NLBBD methods (NLBBD-C, NLBBD-B&C, and NLBBD-B&C++) have to solve vehicle routing

problems, which can be time-consuming to reach the proven optimum, repetitively, Secondly, lower bounds of NLBBD-B&C

and NLBBD-B&C++ are obtained from an incomplete PMP linear relaxation. The lower bound will not improve till sufficient

Benders cuts are added to PMP. Nevertheless, it is worth noting that when the instances become more complex, e.g., 07-20-04-

0-0 and 07-20-04-0-1, the NLBBD methods obtain much better upper bounds and optimality gaps than SPRP and SPRP-VI.

This implies the potential of NLBBD in large-size instances. We also observe that the proposed enhancements significantly

reduce the optimality gaps. This is evident when comparing the Gap(%) of NLBBD-B&C++ and NLBBD-B&C, as shown in

Table 3. The Wilcoxon signed-rank test (a non-parametric statistical test that is used to determine whether two samples are

derived from the same distribution) is conducted on the gap sequences of NLBBD-B&C++ and NLBBD-B&C, resulting in a p

value of 0.003 (< 0.05), which demonstrates the effectiveness of accelerating VDSPs and using warm-start cuts.

When the community number reaches 40 (Table 4), NLBBD-C, NLBBD-B&C, and NLBBD-B&C++ can find much better

feasible solutions than SPRP and SPRP-VI. In 18 out of 24 instances, NLBBD-C, NLBBD-B&C, and NLBBD-B&C++ obtain

solutions that are better or not worse than SPRP and SPRP-VI. Our NLBBD methods can at least find feasible solutions

within the given time limit, while SPRP and SPRP-VI fail to find feasible solutions in seven instances. The optimality gap

differences of each NLBBD method are lower than that of SPRP and SPRP-VI, implying the scalability of NLBBD methods.

The computational performances of NLBBD-C and NLBBD-B&C vary depending on the size of the instance. For small-size

instances, NLBBD-B&C can solve problems to proven optimums with less computational time than NLBBD-C, but for large-size

instances, it is difficult to say which one is better. This can be explained by the relative difficulty between the master problem

and the subproblem in the LBBD. In fact, 99.68% of the time within the given limit is used for solving VDSPs in large-size

instances, while at most 56.11% of the time is used for solving VDSPs in small-size instances. When the master problem is

harder relative to the subproblem, the NLBBD-B&C performs better, since it avoids building the branch-and-bound tree from

scratch. On the contrary, when the subproblem is harder, the NLBBD-C may outperform NLBBD-B&C. This observation is

consistent with what has been reported by Beck (2010), Hooker (2019). The enhancements in NLBBD-B&C++ are significant

(p value: 0.000) compared to NLBBD-B&C, as shown by the Gap(%) values in Table 4.
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Table 3: Computational performance (medium size)

Instance
SPRP SPRP-VI NLBBD-C NLBBD-B&C NLBBD-B&C++

Obj.
Gap
(%)

Time
(s)

Obj.
Gap
(%)

Time
(s)

Obj.
Gap’
(%)

Time
(s)

Obj.
Gap
(%)

Time
(s)

Obj.
Gap
(%)

Time
(s)

03-20-02-0-0 *562114 0.00 677 *562114 0.00 837 619215 56.28 Lmt. 602509 40.69 Lmt. 562114 1.71 Lmt.
03-20-02-0-1 *1069579 0.00 1399 *1069579 0.00 1201 1227096 76.37 Lmt. 1069579 20.93 Lmt. 1092847 3.93 Lmt.
03-20-04-0-0 536067 2.24 Lmt. 536067 1.56 Lmt. 580062 53.02 Lmt. 580062 53.02 Lmt. 580062 19.99 Lmt.
03-20-04-0-1 815002 6.43 Lmt. 815002 5.93 Lmt. 918504 67.24 Lmt. 918504 66.57 Lmt. 815441 8.28 Lmt.
05-20-02-0-0 550416 0.27 Lmt. *550416 0.00 3066 638564 57.61 Lmt. 550416 7.91 Lmt. 550416 2.46 Lmt.
05-20-02-0-1 *752529 0.00 2067 *752529 0.00 3580 950069 71.51 Lmt. *752529 0.00 2160 *752529 0.00 3250
05-20-04-0-0 527900 4.56 Lmt. 527900 4.74 Lmt. 618611 55.95 Lmt. 568236 33.67 Lmt. 527866 12.98 Lmt.
05-20-04-0-1 628637 6.62 Lmt. 627272 6.50 Lmt. 794493 65.70 Lmt. 680712 33.98 Lmt. 628169 9.66 Lmt.
07-20-02-0-0 511001 2.54 Lmt. 511001 4.61 Lmt. 570364 52.54 Lmt. 511267 22.81 Lmt. 518177 6.98 Lmt.
07-20-02-0-1 749827 2.78 Lmt. 750710 9.64 Lmt. 940164 71.21 Lmt. 750710 6.43 Lmt. 749827 4.70 Lmt.
07-20-04-0-0 7965224 94.08 Lmt. 6923233 93.29 Lmt. 574220 52.54 Lmt. 552285 35.45 Lmt. 560466 22.13 Lmt.
07-20-04-0-1 6346946 90.96 Lmt. 4711994 88.05 Lmt. 775914 64.88 Lmt. 644309 17.91 Lmt. 627309 10.74 Lmt.

1 Same as the notes in Table 2.

Table 4: Computational performance (large size)

Instance
SPRP SPRP-VI NLBBD-C NLBBD-B&C NLBBD-B&C++

Obj.
Gap
(%)

Time
(s)

Obj.
Gap
(%)

Time
(s)

Obj.
Gap’
(%)

Time
(s)

Obj.
Gap
(%)

Time
(s)

Obj.
Gap
(%)

Time
(s)

03-40-02-0-0 - - Lmt. 1063002 4.39 Lmt. 1276309 57.00 Lmt. 1232760 55.48 Lmt. 1216365 23.88 Lmt.
03-40-02-0-1 - - Lmt. 1957359 14.24 Lmt. 2350890 76.65 Lmt. 2220382 75.28 Lmt. 2180927 16.50 Lmt.
03-40-02-1-0 - - Lmt. 1163281 6.64 Lmt. 1351051 59.38 Lmt. 1312682 58.19 Lmt. 1348985 20.52 Lmt.
03-40-02-1-1 1379661 8.75 Lmt. 1352669 7.96 Lmt. 1701777 67.75 Lmt. 1598536 65.67 Lmt. 1684479 24.76 Lmt.
03-40-04-0-0 - - Lmt. - - Lmt. 1200890 54.00 Lmt. 1219640 54.71 Lmt. 1231935 30.44 Lmt.
03-40-04-0-1 - - Lmt. - - Lmt. 1726230 68.00 Lmt. 1781101 68.99 Lmt. 1780360 25.03 Lmt.
03-40-04-1-0 - - Lmt. - - Lmt. 1207538 54.25 Lmt. 1284932 57.01 Lmt. 1249246 31.06 Lmt.
03-40-04-1-1 - - Lmt. - - Lmt. 1439285 61.62 Lmt. 1477616 62.62 Lmt. 1406364 32.29 Lmt.
05-40-02-0-0 1702939 44.10 Lmt. 1470387 35.32 Lmt. 1259115 56.41 Lmt. 1242644 55.84 Lmt. 1240835 30.18 Lmt.
05-40-02-0-1 1507008 9.54 Lmt. - - Lmt. 2199013 75.04 Lmt. 1995469 72.40 Lmt. 2056046 32.84 Lmt.
05-40-02-1-0 - - Lmt. - - Lmt. 1395550 60.67 Lmt. 1351805 59.60 Lmt. 1404687 26.27 Lmt.
05-40-02-1-1 1294937 10.24 Lmt. 2572477 55.11 Lmt. 1837247 70.13 Lmt. 1992031 72.45 Lmt. 1948341 37.49 Lmt.
05-40-04-0-0 8462942 89.79 Lmt. 16341162 100.00 Lmt. 1225888 54.94 Lmt. 1180438 53.36 Lmt. 1251736 37.16 Lmt.
05-40-04-0-1 - - Lmt. 14770808 100.00 Lmt. 1655494 66.63 Lmt. 1725239 68.13 Lmt. 1586201 34.80 Lmt.
05-40-04-1-0 8354445 90.22 Lmt. 13451044 94.28 Lmt. 1226059 54.95 Lmt. 1180927 53.35 Lmt. 1277156 37.48 Lmt.
05-40-04-1-1 7928030 89.15 Lmt. - - Lmt. 1462007 62.22 Lmt. 1414978 61.07 Lmt. 1311857 31.93 Lmt.
07-40-02-0-0 - - Lmt. 10783463 92.21 Lmt. 1183105 53.61 Lmt. 1138574 51.80 Lmt. 1180025 31.64 Lmt.
07-40-02-0-1 - - Lmt. - - Lmt. 1906128 71.21 Lmt. 1951166 71.95 Lmt. 1892811 33.05 Lmt.
07-40-02-1-0 - - Lmt. 10333030 90.14 Lmt. 1509063 63.63 Lmt. 1535921 64.39 Lmt. 1459329 24.80 Lmt.
07-40-02-1-1 - - Lmt. 11406871 89.90 Lmt. 1955377 71.93 Lmt. 1968959 71.90 Lmt. 1887312 30.45 Lmt.
07-40-04-0-0 - - Lmt. 13652625 100.00 Lmt. 1179702 53.17 Lmt. 1188070 53.63 Lmt. 1172062 35.75 Lmt.
07-40-04-0-1 8652442 100.00 Lmt. 14809253 100.00 Lmt. 1654175 66.61 Lmt. 1545285 64.35 Lmt. 1614093 38.83 Lmt.
07-40-04-1-0 - - Lmt. - - Lmt. 1309111 57.80 Lmt. 1251302 56.01 Lmt. 1241047 31.90 Lmt.
07-40-04-1-1 - - Lmt. 12921254 100.00 Lmt. 1433350 61.46 Lmt. 1545427 64.38 Lmt. 1480137 34.45 Lmt.

1 Same as the notes in Table 2.

In summary, our NLBBD methods (with enhancements) obtain optimal solutions for easy instances and good feasible

solutions for hard instances. Additionally, compared with commercial solver, our method uses less RAM, since the original huge

(e.g., 265452 rows, 274355 columns and, 1190581 nonzeros for instance 07-40-04-0-0) model is decomposed into smaller models

that can be solved independently.

5.3. Convergence of NLBBD implementations

This subsection illustrates the convergence behavior of NLBBD-C, NLBBD-B&C, and NLBBD-B&C++. Figure 4 shows how

the optimality gap decreases with iterations for instances of varying sizes. As the affected community number is the most crucial

factor that affects the algorithm performance, instances are classified into three groups by the number of affected communities.

For small-size instances (|D| = 10), NLBBD-C, NLBBD-B&C, and NLBBD-B&C++ can reach optimum within 102 to 103

iterations. Though the number of iterations is similar, the NLBBD-C can require one order of magnitude longer runtime than

NLBBD-B&C and NLBBD-B&C++, as shown in Table 2. This is because classical NLBBD-C typically requires more time to

finish one step of iteration than NLBBD-B&C and NLBBD-B&C++. During iterations, NLBBD-C builds a branch-and-bound

tree each time a new set of cuts is generated, while NLBBD-B&C and NLBBD-B&C++ only require a single branch-and-bound

tree. This behavior will be detailed later with Figure 5. Since NLBBD-B&C requires less time to finish one step of the iteration,

on medium-size instances (|D| = 20), with a given 3,600 seconds time limit, NLBBD-B&C and NLBBD-B&C++ can finish

more iterations than NLBBD-C. Thus, lower optimality gaps are obtained by NLBBD-B&C and NLBBD-B&C++. For large-

size instances (|D| = 40), NLBBD-C, NLBBD-B&C, and NLBBD-B&C++ all finish less than 103 iterations. This is because

solving VDSPs for large-size instances is more difficult than for small- and medium-size instances, and it takes up the majority
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of computation time. Having similar iteration numbers does not necessarily mean that the convergence performance is the

same. Through the enhancements discussed in Section 4.3, NLBBD-B&C++ achieves significantly lower optimality gaps than

NLBBD-C and NLBBD-B&C for medium- and large-size instances. Notably, NLBBD-B&C++ can attain low optimality gaps

(around 30% to 50%) with fewer iterations (less than ten). In contrast, NLBBD-B&C requires over 103 iterations to reach the

same gap on medium-size instances, while it never reaches this gap on large-size instances.
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Figure 5 depicts bounds during iterations for the instance 03-10-02-0-0, which is typical. In Figure 5, the PMP objective is

the objective of incomplete PMP; the upper bound is the integer feasible objective value of the current iteration, it is calculated

by (master objective - master recourse + sub recourse); the best upper bound is the objective value associated with the currently

observed best integer feasible solution, new best solutions are highlighted on the lines with circles; the lower bound (LP) is the

objective value of linear programming relaxation for the incomplete PMP model, for NLBBD-C the lower bound (LP) is the

PMP objective obtained every time before a Benders cut is added; the gap is the optimality gap calculated by (UB - LB) / UB.

Figure 5 shows that NLBBD-B&C and NLBBD-B&C++ needs less iteration to converge than NLBBD-C. It is important to

note that this result may not be generalizable to all instances since the number of iterations for these methods depends on the

search path on the branch-and-bound tree, which is difficult to predict. Nevertheless, both NLBBD-B&C and NLBBD-B&C++

exhibit superior computational time compared to NLBBD-C. At the bottom of Figure 5, the times for solving PMP, RASP,

and VDSP are presented. NLBBD-C, NLBBD-B&C, and NLBBD-B&C++ require similar time to solve RASP and VDSP, but

NLBBD-C needs more time to solve PMP after 100 iterations when a large number of Benders cuts have been added. This
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is because classical NLBBD-C builds a new branch-and-bound tree each time a new Benders cut is added and solves PMP

from scratch. In contrast, NLBBD-B&C and NLBBD-B&C++ search on a single branch-and-bound tree without performing

this operation. It should be noted that in instances with harder VDSP problems, where computational time for solving PMP

becomes less significant, NLBBD-C may outperform both NLBBDC-B&C and NLBLD-B&C++. Another observation from

Figure 5 is that both NLBBD-C and NLBBD-B&C have a low and flat lower bound at the beginning of the iteration, which

actually represents the first-stage prepositioning cost. Initially, both methods need to try numerous combinations of assignments

(xij) before the recourse estimators become nonzero. In contrast, by incorporating warm-start cuts, NLBBD-B&C++ bounds

recourse estimators and improves overall lower bounds during initial iterations. This highlights the significance of enhancements

discussed in Section 4.3.

5.4. Scalability on scenario size

In the previous subsections, we conduct experiments with |S| (scenario number) being two or four, under the assumption

that the scenarios are aggregated from historical events or simulations for potential future disasters. In practice, one may expect

to solve instances with larger |S|, with the scenarios being generated directly from simulation. Therefore, it is worthwhile to

analyze how larger numbers of scenarios impact the performance of the proposed method: the efficiency of the solution method

and the quality of the estimated cost. It is reasonable to expect that the efficiency of the solution method will decrease as |S|
increases, but it is not clear how the efficiency decreases with respect to |S|. In terms of cost estimating, which we consider

one of the major goals of this study, we expect a relatively small |S| can yield an accurate estimation. Solving an instance with

a certain number of scenarios provides a point estimation of the overall cost. When reduplicating experiments on an instance

with different scenarios, we can obtain an interval estimation of the overall cost. It is expected that the objective value of each

single run should not be far away from other runs, in other words, the estimated confidence interval (CI) of the objective should

be narrow. This is known as in-sample stability test for stochastic programming. We experiment with |S| ∈ {4, 8, 16, 32}. For

each |S|, we reduplicate ten runs with different scenarios on instance 03-10-04-0-1.

The objectives of each set of experiments with a certain number of |S| can be used to build a statistical lower bound for the

true stochastic problem. It is expected that the CI is narrower with a larger |S|, i.e., better in-sample stability performance.

In contrast with the in-sample stability analysis, there is another method namely out-of-sample analysis, i.e., given a first-stage

solution, how good is it when it is used on instances that are not used for optimizing? After the aforementioned reduplication,

we can find a “good” solution and solve multiple out-of-sample instances with the first-stage decisions being fixed to the good

solution, to build a statistical upper bound (Mak et al., 1999). The statistical gap, which is measured by the distance between

the stochastic lower bound and the stochastic upper bound, reflects the quality of the solution (the good solution) obtained. A

larger number of scenarios usually means a lower stochastic gap. Thus, stochastic gap can be used to determine an appropriate

number of scenarios for algorithms with external sampling, by trading off scenario number and runtime length. However, this

approach cannot be applied to our problem, since it requires the relatively complete recourse assumption (the second-stage

problem is always feasible whatever the first-stage decisions and revelation of stochastic parameters are). Therefore, in the

following, we only analyze how |S| impacts the computational time and the in-sample stability.
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Figure 6: Impacts of number of scenarios

In Figure 6(a), the relationship between |S| and the computational time is presented in a log-log plot. Here we only present

NLBBD-C and NLBBD-B&C++, since NLBBD-B&C will show a similar trend to NLBBD-B&C++. The lines that represent the

mean computational time of each |S| show linear trends, suggesting the proposed algorithm has a polynomial time complexity

with respect to |S|. This is because solving VDSP is the most time-consuming part of the algorithm (as Figure 5 shows), and

the number of VDSPs in each iteration is |T ||S|. A certain proportion of increase on |S| can result in a proportional increase in
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the number of VDSPs, leading to a proportional increase in the overall computational time. From Figure 6(b), the main finding

is that as the size of |S| increases, the CIs become narrower, which is consistent with our expectations. With |S| being 32, a

single run can yield a quite good point estimation for the total cost. Figure 6(b) suggests that the estimated cost is sensitive to

the number of scenarios. However, interestingly, the difference in mean values of each |S| is small, especially compared with the

differences among individual runs with |S| ∈ {4, 8}. This suggests that for difficult problems, we can obtain a good estimate by

running instances with a small number of scenarios multiple times instead of using a larger number of scenarios. In summary,

the proposed algorithm scales well with the size of |S|, and even a small |S| is able to provide an accurate estimate of the total

cost.

6. Results analysis

To validate the value of horizontal coordination and integrating routing decisions, numerical experiments are conducted in

Section 6.1 and Section 6.2, respectively. The trade-off between service level and the total cost is analyzed in Section 6.3.

6.1. Effect of horizontal coordination

We test the sensitivity of benefit from horizontal coordination on some key parameters of the mathematical model, including

relief item procurement cost, facility opening cost, unit routing cost, and facility capacity. The results suggest that the facility

capacity is the most crucial one. Further experiments show benefits are obtained in both the planning and response phases.

In the planning phase, by applying horizontal coordination, feasible plans can be generated for instances that are infeasible

without horizontal coordination. In the response phase, horizontal coordination results in lower routing costs. For computational

tractability, we only conducted experiments on the small-size instances with ten affected communities, in this subsection and

the following subsections.

Firstly, the benefit of horizontal coordination is analyzed in Table 5. Experiments that allow horizontal coordination and

disallow horizontal coordination, namely direct transportation, are conducted respectively. We solve direct transshipment

models that are modified from the original horizontal coordination ones by fixing the horizontal coordination decision variables

tsii′j ∀i ∈ T, i′ ∈ T, j ∈ D, s ∈ S to zero. We observe that in our baseline instances, these two families of models yield the same

objective value for each instance and they both do not apply horizontal coordination. Our baseline instance is based on the

assumption that all the resources, i.e., facility capacity, relief item, and transportation ability, are sufficient. Under this setting,

deploying adequate relief item at a relief facility such that it can meet all the demand of affected communities that are assigned

to it without accepting relief items from other facilities seem to be a wise decision. But in practice, it is usually not the case

that all the relief resources are adequate. For example, for relief items that require specific equipment to store, there can be

not enough space to place them. Thus, facility capacity is limited for this type of item. Or in urban areas where the warehouse

space is limited, there can be not enough space for relief item storage.

To verify how the available facility capacity influences the overall preparedness planning performance, alternative instances

with reduced facility capacity are adapted from the baseline instances with ten affected communities. The capacity of the

relief facility is modified according to the maximum total demand of affected communities among all the scenarios. Recall

that ms
j , ∀j ∈ D,∀s ∈ S be the demand of affected community j under scenario s, then for an instance, the maximum total

demand among all the scenario is maxs∈S(
∑

j∈D ms
j). Given the number of relief facility candidates |T |, we compute the size

of the larger facility with Q1′ = ⌈maxs∈S(
∑

j∈D ms
j)/|T |⌉ and compute the size of the smaller facility with Q2′ = ⌈0.25×Q1′⌉,

such that capacity proportion of larger facilities and smaller ones consists with prior experiments. In Table 5, columns SPRP

report horizontal coordination model objective value, columns SPRPd report direct transportation objective value, and DIF(%)

is the relative difference calculated by (SPRPd − SPRP )/SPRP . The DIF(%) is always nonnegative since the horizontal

coordination model has a large decision space, which contains the direct transportation model decision space. Experiments with

(Q1′ , Q2′) := (⌈1.2×Q1′⌉, ⌈1.2×Q2′⌉) and (Q1′ , Q2′) := (⌈2×Q1′⌉, ⌈2×Q2′⌉)are also conducted.

From Table 5, we have the following observations. Firstly, when the capacity of the available facility is restricted, i.e.,

the total capacity of the relief facility nearly exactly meets the total demand, there is no feasible plan for the model without

horizontal coordination. This result also implies that in the context of relief planning with stochastic demand, only considering

the worst scenario is insufficient, and, worse still, may result in an infeasible solution. In other words, though the total facility

capacity is enough to meet all the demand even in the worst scenario, the stochasticity makes it impossible to allocate relief

items to relief facilities properly when horizontal coordination is not allowed. Secondly, when the facility capacity increases

slightly (20%) more than the total demand of the worst scenario, the horizontal coordination model can get a solution with a

lower cost (7.96% on average) compared with the direct transportation model. Finally, when the facility capacity is about twice

the total demand, there is no significant difference between the horizontal coordination model and the direct transportation

model. In summary, all the above-mentioned observations validate the flexibility of our horizontal coordination method in the

context of humanitarian relief. The horizontal coordination can be particularly meaningful when the warehousing resources are

limited.
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Table 5: Impacts of horizontal coordination

Instance
(Q1′ , Q2′ ) (⌈1.2×Q1′⌉, ⌈1.2×Q2′⌉) (⌈2×Q1′⌉, ⌈2×Q2′⌉)

SPRP SPRPd
DIF
(%)

SPRP SPRPd
DIF
(%)

SPRP SPRPd
DIF
(%)

03-10-02-0-0 378921.98 - - 361617.48 386897.36 6.99 342487.10 342487.10 0.00
03-10-02-0-1 628819.36 - - 612088.04 643884.87 5.19 592957.66 592957.66 0.00
03-10-04-0-0 331927.43 - - 318454.46 343891.26 7.99 306639.27 306639.27 0.00
03-10-04-0-1 456876.12 - - 443689.74 477420.46 7.60 431874.55 431874.55 0.00
05-10-02-0-0 400343.58 - - 372639.77 401118.88 7.64 347758.87 347758.87 0.00
05-10-02-0-1 535672.79 - - 506873.90 540090.46 6.55 473606.94 473606.94 0.00
05-10-04-0-0 345230.00 - - 330094.39 370202.60 12.15 305507.85 307753.26 0.73
05-10-04-0-1 417442.28 - - 397566.96 435565.45 9.56 367889.71 373524.74 1.53
07-10-02-0-0 349541.00 - - 335939.36 - - 300353.21 306996.22 2.21
07-10-02-0-1 462787.06 - - 447647.61 - - 414219.23 417958.78 0.90
07-10-04-0-0 339946.35 - - 326989.50 - - 296254.95 306495.51 3.46
07-10-04-0-1 396569.38 - - 382418.94 - - 351684.39 362640.52 3.12

Mean 420339.78 - - 403001.68 449883.92 7.96 377602.81 380891.12 1.00

1 “-” represents SPRPd is infeasible.

There is a trend that the horizontal coordination model outperforms the direct transportation model when the candidate

facility number increases. With restricted facility capacity ((Q1′ , Q2′)), none of the direct transportation models yield feasible

solutions. When the facility capacity is increased to (⌈1.2 ×Q1′⌉, ⌈1.2 ×Q2′⌉), though 3/4 direct transportation instances are

feasible, the instances with seven facilities remain infeasible. When the total facility capacity is increased to two times the

total demand of the worst scenario, see columns (⌈2×Q1′⌉, ⌈2×Q2′⌉), both types of models are feasible. However, the direct

transportation model needs a higher cost for all the instances with seven facilities and two instances with five facilities (1%

increase on average). Since all the instances in Table 5 have the same affected community locations, this observation implies that

compared with building more facilities, it is more flexible to maintain a relatively smaller group of facilities and use horizontal

coordination to rebalance stock in the response phase.
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Figure 7: Illustration for horizontal coordination

It can be observed from Table 5, the instance 05-10-04-0-0 (⌈1.2 × Q1′⌉ = 294, ⌈1.2 × Q2′⌉ = 75) has the most significant

difference (12.15% cost saving) between horizontal coordination model and direct transportation model, so the solution for this

instance is illustrated in Figure 7 to identify the reason for the cost-saving. In Figure 7, columns s represent scenarios, among

which s = I has the highest demand; and the rows “HC” and “DT” represent the horizontal coordination model and direct

transportation model respectively. The pre-disaster planning decisions (li) for the horizontal coordination model and the direct

transportation model are very similar except for the assignment decisions x∗
ij . Both the horizontal coordination model and direct

transportation model open five relief facilities with the initial inventory being li(HC) = {294, 227, 244, 268, 196} (totally 1229) and

li(DT ) = {266, 260, 227, 272, 196} (totally 1221). Consequently, it is safe to say, that the only reason that can explain cost-saving

by horizontal coordination is the assignment decisions x∗
ij and the post-disaster routing decisions. From Figure 7, we have the

following observations. Firstly, in the horizontal coordination model, every affected community is served by a relief facility that

is close enough, while in the direct transportation model, there are two affected communities that are located in the southeast
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and one affected community that are located in the south serviced by relief facilities that are far from them in all the scenarios.

Secondly, the horizontal coordination model yields results with lower routing cost
∑

i∈T Ris in s = {IV, III, II} compared

with the direct transportation model. Thirdly, in row HC column s = {II, I}, horizontal coordination is applied to replenish

inventory from one relief facility to another. Lastly, in the horizontal coordination model, there is one relief facility, which is

located in the southwest, that has never dispatched a vehicle to a community under all the scenarios, but dispatches a vehicle

to another facility in s = I. These observations validate the flexibility of horizontal coordination. If horizontal coordination is

not involved and facility capacity is limited, the model tends to allocate facility capacity to affected communities firstly, and

determine vehicle routes secondly, even if the resulting routing cost is high, as shown in row DT columns s = {IV, III, II}.
Otherwise, if each affected community is assigned to its closest relief facility, it is even infeasible, because this facility may not

have enough capacity. On the contrary, in the horizontal coordination model, it is pretty sure that an affected community can

accept relief items from a relief facility that is close enough. When the inventory turns out to be in shortage for a facility, as

shown in row HC columns s = {II, I}, replenishment is accepted from other facilities. Since inventory shortage is only incurred

in extreme scenarios, e.g., s = {II, I}, consequential horizontal coordination cost is only incurred in these cases, but assignment

decisions by the direct transportation model will influence routing cost over all four scenarios, so horizontal coordination is

superior to direct transportation.

In summary, the value of horizontal coordination lies in two aspects. Firstly, with limited facility capacity, using only direct

transportation may result in infeasibility, while horizontal coordination is always feasible as well as the total facility capacity is

sufficient. Secondly, horizontal coordination can obtain benefits from not dispatching vehicles to affected communities that are

far from a relief facility. As a matter of fact, the direct transportation method is a special case of the horizontal coordination

method, which lets all the horizontal coordination variables be set to zero. Thus, the horizontal coordination method always

yields solutions not worse than the direct transportation method.

6.2. Impact of integrating vehicle routing problems

As has been mentioned, existing literature about disaster preparedness always models the second-stage response decision as

a transportation problem rather than a vehicle routing problem, though this simplification requires an estimation of the unit

transportation cost. In the case of full-truck-load long-haul logistics, the unit transportation cost can be estimated by the back-

and-forth routing cost, but this is not the case for the last-mile distribution of relief items. To compare the performance of our

prepositioning model with the second-stage vehicle routing decision and second-stage transportation decision, we first estimate

the expected unit transportation cost by the solution of selected instances. Consider a single scenario deterministic instance

with one relief facility (i0) and two affected communities (j1 and j2), in the optimal solution, the relief facility i0 dispatches

one vehicle that travels to point j1 then point j2 and finally returns to i0. We calculate the expected unit transportation cost

with total vehicle routing cost divided by the sum of the distance between i0 and j1 plus the distance between i0 and j2. More

generally, the average unit transportation cost (per unit relief item per unit distance), which is denoted as aut, is estimated as

aut =


∑
ins∈I

∑
s∈Sins

∑
i∈T

[∑
h∈H

∑
(p,q)∈A chpq·z

∗(s,i,h)
pq (ins)∑

j∈D x∗
ij(ins)·⌈r·ms

j⌉·dij

]
|Sins| ·

∑
i∈T y∗

i (ins)


/
|I| ≈ 6.5874 (13)

where I is the set of small-size instances, Sins is the scenario set of a particular instance ins ∈ I, dij is the distance from facility

i to affected community j, x∗
ij(ins), y

∗
i (ins), and z

∗(s,i,h)
pq (ins) denote the optimal assignment, location, and routing decisions

for ins ∈ I. The term in the square brackets computes the average transportation cost of a facility i in a certain instance ins

and scenario s. Then the estimated unit transportation cost aut is obtained by average terms in the square brackets for all the

opened facilities in all the ins ∈ I and s ∈ Sins. For our small-size instances that all reach their optimum, aut ≈ 6.5874. Then

a transportation counterpart for the SPRP can be developed as

[SPRPt] min
(1.2)–(2.21)

∑
i∈T

∑
k∈K

ckyik +
∑
i∈T

c li +
∑
i∈T

∑
h∈H

ch1w
h
i +

∑
s∈S

Ps

∑
i∈T

∑
i′∈T

∑
j∈D

aut
[
tsij · dij + tsii′j · (dii′ + di′j)

]
. (14)

In (14), dij denotes the distance between pair of points (i, j) ∈ A. The first three terms remain the same as that of (1.1), and

the last term replaces the routing cost of (1.1) with transportation cost. Finally, when SPRPt is solved to optimum, we solve

SPRP with the fixed first-stage decisions yielded by SPRPt. The SPRP presented in Section 3 takes location (yik), inventory

(li), assignment (xij), and vehicle (wh
i ) decisions as first-stage decisions. When we fix the first-stage solutions yielded by SPRPts

to SPRPs and solve the SPRPs, the SPRPs turn out to be infeasible, due to SPRPts preparing no vehicle at facilities. This is

because among constraints (1.2)–(2.21) for (14), only (1.6) is related to the vehicle decisions, and it is an upper bound of the

vehicle number. It is not surprising that (14) yields solutions with wh
i = 0, ∀i ∈ T, h ∈ H. We also tried to add valid inequalities

(3.5) and (3.6), which are lower bounds of the vehicle number, to (14). However, the first-stage solutions yielded by (14) remain

infeasible for SPRPs, demonstrating the model with transportation subproblems is not able to capture the required number

and location of vehicles. In the following experiments, we use only location (yik), inventory (li), and assignment (xij) decisions
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yielded by SPRPts as first-stage decisions for SPRPs. Other decisions are left to SPRPs. The instances used are ones with

|D| ∈ {10, 20}, which are optimized or close to the optimum by SPRP.

Table 6: Impacts of integrating vehicle routing problems

Instance
Solution by SPRP Solution by (14) Differences

Opened
facilities

Total
capacity

Total
inventory

Inventory
rate (%)

Opened
facilities

Total
capacity

Total
inventory

Inventory
rate (%)

SPRPt

(%)
SPRPr

(%)

|D| = 10
03-10-02-0-0 3 (0, 3) 3000 1244 41.47 3 (0, 3) 3000 1244 41.47 397.19 0.00
03-10-02-0-1 3 (0, 3) 3000 1244 41.47 3 (0, 3) 3000 1244 41.47 182.72 0.00
03-10-04-0-0 3 (0, 3) 3000 1221 40.70 3 (0, 3) 3000 1221 40.70 406.11 0.00
03-10-04-0-1 3 (0, 3) 3000 1221 40.70 3 (0, 3) 3000 1221 40.70 255.57 0.00
05-10-02-0-0 4 (0, 4) 4000 1244 31.10 4 (0, 4) 4000 1244 31.10 261.26 4.36
05-10-02-0-1 4 (0, 4) 4000 1244 31.10 4 (0, 4) 4000 1244 31.10 158.36 6.93
05-10-04-0-0 4 (0, 4) 4000 1249 31.23 4 (0, 4) 4000 1221 30.53 279.23 4.65
05-10-04-0-1 4 (0, 4) 4000 1249 31.23 4 (0, 4) 4000 1221 30.53 211.73 6.59
07-10-02-0-0 5 (0, 5) 5000 1244 24.88 6 (0, 6) 6000 1244 20.73 413.46 7.78
07-10-02-0-1 5 (0, 5) 5000 1244 24.88 6 (0, 6) 6000 1244 20.73 262.85 5.87
07-10-04-0-0 5 (0, 5) 5000 1221 24.42 6 (0, 6) 6000 1221 20.35 370.24 6.43
07-10-04-0-1 5 (0, 5) 5000 1221 24.42 6 (0, 6) 6000 1221 20.35 288.99 5.54
|D| = 20
03-20-02-0-0 2 (1, 1) 5000 2632 52.64 3 (1, 2) 6000 2632 43.87 529.41 0.01
03-20-02-0-1 2 (1, 1) 5000 2632 52.64 3 (1, 2) 6000 2632 43.87 230.78 0.00
03-20-04-0-0 3 (1, 2) 6000 2650 44.17 3 (1, 2) 6000 2650 44.17 550.77 0.00
03-20-04-0-1 3 (1, 2) 6000 2650 44.17 3 (1, 2) 6000 2650 44.17 328.04 0.00
05-20-02-0-0 5 (1, 4) 8000 2632 32.90 5 (0, 5) 5000 2632 52.64 386.77 9.92
05-20-02-0-1 5 (1, 4) 8000 2632 32.90 5 (0, 5) 5000 2632 52.64 256.03 13.15
05-20-04-0-0 5 (0, 5) 5000 2675 53.50 5 (0, 5) 5000 2650 53.00 428.80 7.70
05-20-04-0-1 5 (0, 5) 5000 2675 53.50 5 (0, 5) 5000 2650 53.00 345.00 10.54
07-20-02-0-0 6 (1, 5) 9000 2632 29.24 7 (1, 6) 10000 2632 26.32 513.12 8.01
07-20-02-0-1 7 (0, 7) 7000 2632 37.60 7 (1, 6) 10000 2632 26.32 317.84 4.33
07-20-04-0-0 4 (1, 3) 7000 2650 37.86 7 (0, 7) 7000 2650 37.86 442.55 -5.65
07-20-04-0-1 7 (1, 6) 10000 2650 26.50 7 (0, 7) 7000 2650 37.86 377.66 1.04

Mean 4.25 5375 1941 36.88 4.67 5417 1937 36.90 341.44 4.05

1 In the columns of “opened facilities”, the first number in brackets is the number of large facilities (capacity is 4000), while the
second number is the number of small facilities (capacity is 1000). Inventory rate (%) = total inventory / total capacity ×100.

As mentioned earlier, the proposed SPRP has two goals: estimating required costs and providing efficient plans. In the

following, we conduct experiments to analyze the estimates and solutions quality of (14), compared with the original SPRP. For

each instance, let Obj. denote the objective value of the best-known solution (among the five solution methods) in Table 2 and

Table 3 by the original SPRP, Objt denotes the objective value of the modified SPRPt with second-stage transportation problem

instead of routing problem. Then we solve the original SPRP with the first-stage decisions fixed to that yielded by the modified

SPRPt and obtain the objective value Objr. Two measures “SPRPt(%)” and “SPRPr(%)” are calculated by (Objt−Obj.)/Obj.

and (Objr − Obj.)/Obj., respectively. “SPRPt(%)” reflects the estimation accuracy of the objectives by SPRPt; “SPRPr(%)”

reflects the actual performance of the solutions by SPRPt. We compare the solutions obtained by SPRP and SPRPt in Table 6

followed by a sensitivity analysis on aut in Table 7.

Table 7: Sensitivity to the average unit transportation cost

Instance
aut× 0 aut× 25% aut× 50%

aut = 6.5874
(Baseline)

aut× 200%

SPRPt

(%)
SPRPr

(%)
SPRPt

(%)
SPRPr

(%)
SPRPt

(%)
SPRPr

(%)
SPRPt

(%)
SPRPr

(%)
SPRPt

(%)
SPRPr

(%)

03-10-02-0-0 -60.72 - 54.33 0.00 168.61 0.00 397.19 0.00 854.34 0.00
03-10-02-0-1 -77.66 - -12.24 0.00 52.74 0.00 182.72 0.00 442.67 0.00
03-10-04-0-0 -56.93 22.04 59.46 0.00 175.01 0.00 406.11 0.00 868.30 0.00
03-10-04-0-1 -69.74 30.96 12.03 0.00 93.21 0.00 255.57 0.00 580.29 0.00
05-10-02-0-0 -59.17 17.30 22.12 4.36 101.83 4.36 261.26 4.36 580.11 4.36
05-10-02-0-1 -70.80 58.61 -12.67 6.93 44.34 6.93 158.36 6.93 386.39 6.93
05-10-04-0-0 -55.56 54.84 29.45 4.65 112.71 4.65 279.23 4.65 612.27 4.65
05-10-04-0-1 -63.47 77.76 6.41 6.59 74.85 6.59 211.73 6.59 485.49 6.59
07-10-02-0-0 -51.55 40.43 67.51 7.78 182.83 7.78 413.46 7.78 874.73 7.78
07-10-02-0-1 -65.76 74.43 18.38 5.87 99.87 5.87 262.85 5.87 588.82 5.87
07-10-04-0-0 -52.10 8.53 56.31 6.43 160.95 6.43 370.24 6.43 788.82 6.43
07-10-04-0-1 -60.38 37.09 29.30 5.54 115.86 5.54 288.99 5.54 635.24 5.54

Mean -61.99 42.20 27.53 4.01 115.24 4.01 290.64 4.01 641.46 4.01

1 “-” represents SPRP is infeasible with fixed first-stage decisions.

Table 6 presents the first-stage solutions (number of opened facilities, total capacity of opened facilities, initial inventory, and

inventory rate) yielded by the original SPRPs (with routing subproblems) and the modified SPRPts (14), with transportation

subproblems). The two measures “SPRPt(%)” and “SPRPr(%)” are also presented. On average, the modified SPRPts estimate
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a cost three times higher than the true cost, that estimated by the original SPRPs. When one implements the first-stage

solutions by SPRPts, a 4.05% higher cost can be incurred, compared to the original SPRPs. The SPRPt not only leads to

higher overall cost, but also leads to a waste on the first-stage (before-disaster) investment: larger facility number and higher

total capacity. This is critical since in the humanitarian context, which relies on donations, the donors are usually more sensitive

to the before-disaster investment than the post-disaster investment. Among instances with |D| = 10, the first-stage solutions by

SPRPt and the original SPRP are similar in terms of total inventory. However, SPRPt can lead to more opened facilities and

lower inventory rates (instances 07-10-*-*-*), i.e., waste on before-disaster investment. On instances 05-10-02-*-*, though the

initial investments are the same by SPRPt and the original SPRP, the former leads to higher cost, demonstrating the necessity

of incorporating routing decisions on cost saving. Unlike instances with |D| = 10, which can reach the optimum by the original

SPRP, instances with |D| = 20 can be suboptimal, as the instances in Table 3 that do not have zero optimality gap among the

five solution methods show. The positive values of “SPRPr(%)” (all but except for 07-20-04-0-0) in Table 6 demonstrate that

even these suboptimal solutions outperform the first-stage solutions by SPRPt. SPRPt can result in an overall cost increase of

up to 13.15% (05-20-02-0-1). Therefore, it is worthwhile to solve the model with a routing subproblem.

In Table 7, columns “aut× 0”, “aut× 25%”, and “aut× 50%”, reduce the estimation for unit transportation cost by 100%,

75%, and 50%, while column “aut×200%” increases the estimated unit transportation cost by 100%. In the column “Baseline”,

we conduct experiments with unit transportation costs exactly equal to 6.5874. From Table 7, we have three observations.

Firstly, by the transportation model, the cost is overestimated in the baseline experiments (aut = 6.5874). When the unit

transportation cost is modified, this error in cost ranges from -61.99% to 641.46% on average. Secondly, using the planning

solution by the transportation model can result in a 4.01% cost increase (experiments on aut := aut× 0 are not considered as

it is not likely that transportation cost is completely neglected in practice). Finally, this type of cost increase is not sensitive

to the unit transportation cost estimation. In other words, one cannot expect to obtain a solution as good as SPRP by more

precise transportation cost estimation. From the planning point of view, our SPRP is a more precise model than the model

with a second-stage transportation problem, one can get a cost estimation in the planning phase by applying our model. From

the response point of view, our SPRP solution needs a lower overall cost than the transportation model in 3/4 of the instances

with aut = 6.5874. Since our experiment is based on the optimal solution of SPRP to estimate the unit transportation cost.

In other words, it is sufficiently precise for the transportation problem, but the results are not as good as the SPRP solution.

In practice, it is difficult to estimate unit transportation costs precisely, especially in the context of humanitarian operations,

which implies that using the simplified transportation model may result in worse solutions.

T
S

Location decisions

∑
i∈T Ris =136753.07

s = IV

∑
i∈T Ris =160145.56

s = I

R
T

∑
i∈T Ris =111809.33

∑
i∈T Ris =148549.4

Non isolated community Opened facility Not opened facility

Figure 8: Illustration for integrating routing decisions

An illustrative example is presented in Figure 8, which shows the value of incorporating vehicle routing problems. The reason

we chose instance 07-10-02-0-0 with aut = 6.5874 is, among all the baseline experiments in Table 7, it is the one that results

in the highest objective difference (7.78%) between models with the second-stage transportation problem and the second-stage

routing problem. In Figure 8, the column “Location decisions” represents the pre-disaster facility location decisions, columns

s = {IV, I} represent the post-disaster routing decisions; and rows “TS” and “RT” represent transportation problem and

routing problem respectively. In the planning stage, six out of seven relief facilities are opened by the transportation problem,

while only five relief facilities are opened by the routing problem, and the total initial inventory is 1244 units for both TS and

RT. The most significant location decision difference is that TS tends to assign a community to its closest relief facility while
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RT does not always assign a community to its closest relief facility. Since we know that RT has a better solution than TS, we

can conclude it is not worthwhile for TS to open one more relief facility. There is no doubt that additional facility costs have

been resulted, worse still, unadvisable location decisions result in suboptimal routing decisions. For all the scenarios, TS results

in poorer routing decisions than RT, i.e., 13,6753.07 versus 111,809.33 for scenario s = IV and 160,145.56 versus 148,549.4 for

scenario s = I.

In summary, the model with routing subproblems (the proposed SPRP) provides a better preparedness plan and more

accurate estimates for the overall cost, compared with the model with transportation subproblems. Using the transportation

problem to approximate the response-stage problem usually underestimates or overestimates the real cost, even when the average

unit transportation cost is fairly precisely estimated. Furthermore, there is an unavoidable bias between the optimal solution

and the solution obtained by fixing planning-stage decisions to that yield by transportation problem, no matter how precise the

estimated average unit transportation cost is. The value of integrating vehicle routing decisions is thus validated.

6.3. Relationship between service level and objective

The trade-off between service level r and the minimum cost can be valuable for decision-makers. Though our RASP is

originally a single objective problem, in reality, the disaster planning cost (1.1) and the service level requirement (2.8) are a pair

of conflict objectives, and the improvement of the one may cause degrading on the other. We approximate the Pareto frontier

and discuss how the service level influences the overall cost. Pareto frontier is a concept that is usually used for multi-objective

optimization. The Pareto frontier is the set of Pareto optimal solutions. Considering a bi-objective problem, a Pareto optimal

solution is a solution that cannot be improved in one objective value without degrading the other one. We solve SPRP by

varying the service level r from 0.1 to 1, in increments of 0.1. This procedure is also known as the ϵ-constraint method. After

all ten Pareto optimal solutions are obtained, we plot them on Figure 9.

0.2 0.4 0.6 0.8 1.0

Service level (r)

0

100

200

300

400

500

600

T
ot

al
co

st
(×

10
3
)

(a) Absolut value

0.2 0.4 0.6 0.8 1.0

Service level (r)

−10

15

40

65

90

115

140

C
os

t
in

cr
ea

se
(%

)

07-10-02-0-0

07-10-04-0-0

03-10-04-0-0

05-10-04-0-0

03-10-02-0-0

07-10-04-0-1

05-10-02-0-0

05-10-04-0-1

07-10-02-0-1

03-10-04-0-1

05-10-02-0-1

03-10-02-0-1

(b) Relative to r = 0.1

0.2 0.4 0.6 0.8 1.0

Service level (r)

0

5

10

15

20

C
os

t
in

cr
ea

se
(%

)

(c) Relative to r − 0.1

0.2 0.4 0.6 0.8 1.0

Service level (r)

0

5

10

15

20

C
o
st

in
cr

ea
se

(%
)

(d) Relative to r − 0.1

Figure 9: Cost increasing over service level

In Figure 9, Figure 9(a) presents the relationship between total objective value and service level, which ranges from 0.1 to

1.0; Figure 9(b) presents the cost increase in percent compared with service level r = 0; Figure 9(c) and Figure 9(d) present the

cost increase in percent compared with service level r − 0.1 for 0.2 ≤ r ≤ 1.0. Figure 9(a) shows for all the instances, the cost

increase is nearly linear, and all the lines have a similar slope. Let us put instance 05-10-02-01 as an example. We fit the curve

to a linear function cost = 140829.94 × r + 302115.17, this function can be used to predict the cost of different service levels

for decision-makers. In practice, a decision-maker who is responsible for disaster response planning for a particular region, can

predict the cost under different service levels by computing the objective value of our model with some particular r but does

not have to solve the model every time the cost for a new r is required. Figure 9(a) also shows that with our instances, the

number of relief facility candidates (coded with colors) does not influence the overall cost significantly. Figure 9(b) shows that

the cost increase for r = 1.0 compared with r = 0.1 range from around 40% to 120% for all the selected instances. In Figure 9(c)

and Figure 9(d), the relative differences for all the instances with given r compared with r − 1 are at most 10% except four
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outliers. Figure 9 demonstrates the value of our model in predicting humanitarian relief costs and identifying the marginal cost

for increasing service level.

7. Conclusions

This study focuses on improving the effectiveness and efficiency of disaster preparedness planning. Inspired by commercial

logistics operations and humanitarian organization practice, horizontal coordination is integrated into the preparedness planning

problem, which allows facilities that are in shortage can be replenished from that in surplus. We formulated the disaster

preparedness planning problem with two-stage stochastic programming, in which the first-stage decisions are facility location and

relief item preparedness, and the second-stage decisions are vehicle routing problems with the chance of horizontal coordination.

The vehicle routing problems in the second stage avoid parameters that are difficult to obtain (e.g., cost per person and cost

per delivery), compared with the allocation problems and the transportation problems that have been widely addressed in

the literature. To the best of our knowledge, our second-stage routing problem itself is a new variant of vehicle routing with

inter-depot routes. The objective of our model is the sum of planning costs (location, procurement) and expected response

costs (routing). Also, we introduced the service level, which makes our model a tool for helping decision makers to understand

the trade-off between relief supply sufficiency and monetary costs. The service level is defined as the lowest ratio of satisfied

demand for all the affected communities in all the cases. Apart from modeling, the solution methodology is another main aspect

of this study. Our problem is formulated as a stochastic programming model, which is computationally challenging. To find

solutions with optimality certificates, we tailored the original LBBD algorithm for our model, i.e., the nested decomposition

and the problem-specific logic-based Benders cuts were developed. A variant of the classical implementation of LBBD, namely

branch-and-check is also implemented to prohibit the algorithm from building a branch-and-bound tree from scratch each time

a new iteration begins. We also introduced several valid inequalities to reinforce our model.

Extensive numerical results were reported based on the experiments on the designed instances to validate the efficiency

of the algorithm and provide managerial insights. Both the classical implementation of NLBBD and the branch-and-check

implementation of NLBBD outperform the state-of-the-art commercial solver. For small-size instances where both NLBBD

and the commercial solver can find the optimum, the runtime of NLBBD can be less than that of the commercial solver in

magnitudes. For large-size instances where the commercial solver cannot even find a feasible solution, the NLBBD algorithms

can yield feasible solutions. The value of the valid inequalities is also validated since they help the commercial solver find

feasible solutions. The NLBBD-B&C requires less time to finish one iteration than the classical NLBBD-C, thus more iterations

can be completed within the same time limit. As a result, in the medium-size instances, the NLBBD-B&C yields solutions

with narrower optimality gaps than the classical NLBBD-C. After the computational performance analysis, we analyzed the

effect of horizontal coordination and the impact of integrating vehicle routing problems, followed by an example that illustrates

the relationship between service level and objective value. The horizontal coordination model can yield feasible solutions

on instances that are infeasible with the direct transportation model, and the objective value of the horizontal coordination

model is always lower than the direct transportation model on a certain instance. When the second-stage problem of our

preparedness planning model is replaced with a transportation problem (in contrast to the routing problem), the overall costs

can be underestimated or overestimated even when the unit transportation cost is fairly precisely estimated. In summary, the

NLBBD algorithm with optimality cuts and feasibility cuts for the stochastic programming problem contributes to the LBBD

literature. The proposed preparedness planning problem with horizontal coordination and routing decisions contributes to the

disaster operations management literature.

This study can be further extended in the following directions. First, as described earlier, this work focuses on the pre-

disaster planning phase and the very beginning phase after disasters, with two-stage stochastic programming. A more general

multi-stage stochastic programming problem that focuses not only on the beginning phase after disasters but also a long period

after disasters till full recovery still needs to be investigated. Also, it is natural to extend the NLBBD to multi-stage stochastic

settings. There are nested Benders style algorithms for multi-stage stochastic programming, e.g., the stochastic dual dynamic

programming (SDDP) (Pereira and Pinto, 1991) and its extension the stochastic dual dynamic integer programming (SDDiP)

(Zou et al., 2019). However, both SDDP and SDDiP are limited to a specific class of problems. As LBBD is capable of

any class of optimization problems, it would be promising to develop new and more general nested Benders decomposition

frameworks based on SDDP and LBBD. Finally, our current implementation of NLBBD includes three simple enhancements

that significantly improve the proposed solution method. However, there is still room for further improvement. Exploring

additional acceleration techniques to enhance the proposed NLBBD would be interesting.
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Adsanver, B., Balcik, B., Bélanger, V., and Rancourt, M.-È. (2024). Operations research approaches for improving coordination, cooper-

ation, and collaboration in humanitarian relief chains: A framework and literature review. European Journal of Operational Research,

319(2):384–398.

Albareda-Sambola, M., Fernández, E., and Laporte, G. (2007). Heuristic and lower bound for a stochastic location-routing problem.

European Journal of Operational Research, 179(3):940–955.

Albareda-Sambola, M., Fernández, E., and Laporte, G. (2009). The capacity and distance constrained plant location problem. Computers

& Operations Research, 36(2):597–611.

Alem, D., Clark, A., and Moreno, A. (2016). Stochastic network models for logistics planning in disaster relief. European Journal of

Operational Research, 255(1):187–206.

An, S., Cui, N., Li, X., and Ouyang, Y. (2013). Location planning for transit-based evacuation under the risk of service disruptions.

Transportation Research Part B: Methodological, 54:1–16.

Arslan, O., Kumcu, G. Ç., Kara, B. Y., and Laporte, G. (2021). The location and location-routing problem for the refugee camp network

design. Transportation Research Part B: Methodological, 143:201–220.
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Supplemental Online Materials to “Nested logic-based Benders decomposition for
disaster preparedness planning with horizontal coordination” by Penghui Guo, Zhijie

Sasha Dong, and Jianjun Zhu

S.1. Literature on humanitarian logistics

We reviewed the literature on humanitarian logistics that focuses on preparedness planning and horizontal coordination.

The results are summarized in Table S1, which includes 27 papers from Section 2.1 for deterministic, robust, and stochastic

preparedness planning problems, and seven papers from Section 2.2 for horizontal coordination. In the 34 papers reviewed,

50% (17/34) included assignment decisions, either explicitly or implicitly. Specifically, 44% (12/27) of the preparedness plan-

ning papers and 71% (5/7) of the horizontal coordination papers included assignment decisions. In studies using stochastic

programming, which is closely related to our work, 43% (9/21) included assignment decisions, and 44% (4/9) of the papers that

included assignment decisions made these decisions in the first stage. This suggests that assigning customers to facilities in the

first stage is common.

Table S1: Literature on humanitarian logistics

Paper Assign. 1st |T | |D| |S| Paper Assign. 1st |T | |D| |S|

Preparedness planning Noham and Tzur (2018)
√

N 30 50 10

Deterministic: Torabi et al. (2018) × - 24 24 3

An et al. (2013)
√

- - - - Ni et al. (2018) × - 13 13 100

Arslan et al. (2021) × - - - - Elçi and Noyan (2018)
√ c N 10 30 51

Robust: Sanci and Daskin (2019) × - 39 39 10

Paul and Wang (2019) × - 100 34 8 Paul and Zhang (2019) × - 50 30 10

Velasquez et al. (2020) × - 30 30 - Hu and Dong (2019) × - 13 25 40

Wang and Chen (2020)
√

N 4 4 50 Aslan and Çelik (2019)
√

N 25 37 180

Wang et al. (2021b)
√ c Y 90 90 118 Erbeyoğlu and Bilge (2020)

√
N 428 1721 10

Stochastic: Wang et al. (2021a) × - 6 14 30

Morrice et al. (2016) × - - 2 - Sanci and Daskin (2021) × - 10 39 50

Rawls and Turnquist (2010) × - 30 30 51 Horizontal coordination

Mete and Zabinsky (2010)
√ r Y 5 10 6 Baskaya et al. (2017)

√
- 37 37 -

Hong et al. (2015) × - 30 30 51 Kamyabniya et al. (2019)
√ c - 17 1 -

Alem et al. (2016) × - 4 9 40 Setiawan et al. (2019)
√

- 47 - -

Pacheco and Batta (2016)
√ c Y 154 301 14 Rottkemper et al. (2012) × - 5 - -

Rezaei-Malek et al. (2016)
√ r Y 6 22 8 Davis et al. (2013)

√
N 47 12 6

Tofighi et al. (2016) × - 22 22 4 Doodman et al. (2019) × - 12 10 3

Caunhye et al. (2016)
√

N 4 4 3 Wang et al. (2021c)
√

N 15 15 15

Manopiniwes and Irohara (2017)
√ r Y 6 123 7 This paper

√
Y 7 40 4

1 Assign., assignment decisions;
√
, assignment decisions are explicit; ×, no assignment decisions;

√ c, assignments are implied by a coverage
radius;

√ r, assignment decisions are implied by route-related decisions; 1st, whether assignment decisions are in the first stage; Y, assignment
decisions are in the first stage; N, assignment decisions are in the second stage; -, not applicable; |T |, number of facilities; |D|, number of
communities; |S|, number of scenarios. If multiple instances are used, we report the maximum |T |, |D|, and |S|.

Out of the 31 papers that include numerical studies with a set of facilities, 32% (10/31) have ten or fewer facilities. Similarly,

in the 30 papers that specify a set of communities, 83% (25/30) have no more than 40 communities. Our numerical studies

show comparable magnitudes for |T | and |D| as reported in the literature. However, our problem is more challenging than those

previously studied, which demonstrates that our choices for |T | and |D| are appropriate.

S.2. Notations

Table S2: Notations in Section 4

PMP

Ris Var. Estimators in the PMP for the RASP objectives.

RASP

R̃is Val. Values of the RASP objective function.

R′
is Var. Estimators in the RASP for the VDSP objectives.

wsh
i Var. Number of vehicles of type h at facility i in scenario s.

ȳik Val. Value of yik yielded by the PMP.

l̄i Val. Value of li yielded by the PMP.

x̄ij Val. Value of xij yielded by the PMP.
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w̄h
i Val. Value of wh

i yielded by the PMP.

VDSP

R̂′
is Val. Values of the VDSP objective function.

t̃sij Val. Value of tsij yielded by the RASP.

t̃s
ii′j Val. Value of ts

ii′j yielded by the RASP.

D̃s
i = {j ∈ D|esj = 0, x̄ij = 1} Set Non-isolated communities in scenario s assigned to facility i.

D̃′s
i = D \ D̃s

i Set Isolated communities in scenario s assigned to facility i.

T̃ s
i = {i′ ∈ T |

∑
j∈D t̃s

ii′j ≥ 1} Set Facilities that accept relief items from facility i in scenario s.

Ñ (s,i) = {i} ∪ D̃′s
i ∪ D̃s

i ∪ T̃ s
i Set Nodes for the VDSP.

Ñ (s,i)
i = Ñ (s,i) \ {i} Set Nodes for the VDSP excluding i.

Ã(s,i) = {(p, q)|p, q ∈ Ñ (s,i)} Set Arcs for the VDSP.

G̃(s,i) = (Ñ (s,i), Ã(s,i)) Set Graph for the VDSP.

Q̃
(s,i)
j = t̃sij , ∀j ∈ D̃′s

i ∪ D̃s
i Val. Delivery quantity from facility i to community j in scenario s.

Q̃
(s,i)
i′ =

∑
j∈D t̃s

ii′j , ∀i
′ ∈ T s

i Val. Delivery quantity from facility i to facility i′ in scenario s.

PMP’s cuts

u Val. Iteration index.

D̄
(u)
i = {j ∈ D|x̄(u)

ij = 1} Set Communities assigned to facility i.

D̄′s(u)
i = {j ∈ D|esj = 1, x̄

(u)
ij = 1} Set Isolated communities in scenario s assigned to facility i.

I(u) Set Facilities that do not have a sufficient number of vehicles.

B(L,Q) Val. Required number of bins sized Q to store items of sizes from list L.

Bs(u)
i

(
⌈r ·ms

j⌉∀j ∈ D̄
(u)
i , Q

)
Val. Required number of vehicles by facility i in scenario s.

Bs(u)
i

(
⌈r ·ms

j⌉∀j ∈ D̄′s(u)
i , Q

)
Val. Required number of special vehicles by facility i in scenario s.

RASP’s cuts

D̃
s(u)
i = {j ∈ D|t̃s(u)ij ≥ 1} Set Communities that accept relief items directly from facility i in scenario s.

D̃′s(u)
i = {j ∈ D̃

s(u)
i |esj = 1} Set Isolated communities in D̃

s(u)
i .

T̃
s(u)
i = {i′ ∈ T |

∑
j∈D t̃

s(u)
ii′j ≥ 1} Set Facilities that accept relief items from facility i in scenario s.

Is(u) Set Facilities for which the VDSPs are infeasible in scenario s.

Bs(u)
i

(
t̃
s(u)
ij , t̃

s(u)
ii′j , Q

)
Val. Required number of vehicles by facility i in scenario s.

Bs(u)
i

(
t̃
s(u)
ij , Q

)
Val. Required number of special vehicles by facility i in scenario s.

C̃
(u)
is = D̃

s(u)
i ∪ T̃

s(u)
i ∪ {i} Set Node cluster including D̃

s(u)
i , T̃

s(u)
i , and {i}.

MAX
C̃

(u)
is ,i,j(or i′)

Val. Cost saving by reducing transportation between i and j(or i′).

Var., decision variable; Val., value (parameter).

S.3. Bin packing problem

With a given assignment decision (x̄ij) feed by PMP to RASP or a transportation decision (t̃sij , t̃
s
ii′j) feed by RASP to

VDSPs, we need to solve a bin packing problem to determine the minimal number of each type of vehicle for all the opened

facilities, such that a Benders feasibility cut can be generated once RASP or VDSP is infeasible. Let I be the set of items,

θi, ∀i ∈ I be the size of the item in I, J be the set of bins, and Q be the capacity of the bin, then the bin packing problem is

formulated as

B (θi∀i ∈ I,Q) = (S.1.1)

minimize
∑
j∈J

γj (S.1.2)

subject to
∑
j∈J

πij = 1, ∀i ∈ I (S.1.3)

∑
i∈I

πij · θi ≤ Q · γj , ∀j ∈ J (S.1.4)

πij , γj ∈ {0, 1}, ∀i ∈ I, j ∈ J (S.1.5)

where γj = 1 if bin j is selected and πij = 1 if item i is put into bin j. (S.1.2) minimizes the number of bins selected. (S.1.3)

ensures that an item is put into exactly one bin. (S.1.4) ensures that the total size of items put into a bin cannot exceed the

bin’s capacity. (S.1.5) is domain of decision variables.
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S.4. Proof for validity of logic-based Benders cuts

Theorem 1. The logic-based Benders feasibility cut (7.1) and (7.2) is valid.

Proof. It is obvious that (7.1) is valid if (7.2) is valid, and vice versa. For simplification, only the validity of (7.2) is proved.

property (i) holds for (7.2), since a subsequent iteration may either change the set of affected communities assigned to i

or change the number of vehicles prepared at i. Assume that w
h(u)
i and D̄′(u)

i results in an infeasible RASP which imply

that w
h(u)
i < Bs(u)

i

(
⌈r ·ms

j⌉∀j ∈ D̄′(u)
i , Q

)
, if in a future iteration, solution w

h(u)
i and D̄′(u)

i is obtained again which results

in w
h(u)
i ≥ Bs(u)

i

(
⌈r ·ms

j⌉∀j ∈ D̄′(u)
i , Q

)
when w

h(u)
i and D̄′(u)

i are substituted into (7.2). Thus, property (i) is proved by

contradiction.

Then we prove property (ii) for (7.2) by contradiction. In the following, we write Bs(u)
i

(
⌈r ·ms

j⌉∀j ∈ D̄′(u)
i , Q

)
as Bs(u)

i for

simplification. Let w
h(v)
i be a feasible solution in iteration v > u that does not satisfy (7.2), then∑

h∈H′

w
h(v)
i < Bs(u)

i −
∑

j∈D̄′s(u)
i

(1− xij). (S.2)

Let D̄′s(v)
i be the set of isolated affected communities that assigned to i in iteration v, δ1 = D̄′s(u)

i \ D̄′s(v)
i , δ2 = D̄′s(u)

i ∩ D̄′s(v)
i ,

and δ3 = D̄′s(v)
i \ D̄′s(u)

i be affected communities that only belonging to D̄′s(u)
i , affected pints that belonging to D̄′s(u)

i ∪ D̄′s(v)
i ,

and affected communities that only belonging to D̄′s(v)
i respectively. (S.2) can be written as∑

h∈H′

w
h(v)
i < Bs(u)

i − |δ1|, (S.3)

since the contribution of δ2 and δ3 to the second right-hand side term of (S.2) is zero. If we let Bs∗
i be the minimum number

of vehicle required for δ2, it is obvious that Bs∗
i ≥ Bs(u)

i . If the number of vehicle that used for D̄′s(v)
i is exactly

∑
h∈H′ w

h(v)
i

and each affected communities in δ1 is assigned an additional single vehicle then
∑

h∈H′ w
h(v)
i + |δ1| ≥ Bs∗

i holds. From the

aforementioned inequality, we obtain that ∑
h∈H′

w
h(v)
i + |δ1| ≥ Bs(u)

i (S.4)

which contradicts (S.3). Thus a feasible solution must not satisfy (7.2). In other words, (7.2) must not exclude any feasible

solution. Property (ii) holds for (7.2).

In conclusion, property (i) and (ii) holds for (7.1) and (7.2), (7.1) and (7.2) is a valid logic-based Benders feasibility cut.

Theorem 2. The logic-based Benders optimality cut (8) is valid.

Proof. We first prove property (iii) by contradiction. Cut (8) is generated only if R̄(u)
is < R̃(u)

is (see Line 17 in Algorithm 1).

If the same assignment decision x̄
(u)
ij and corresponding R̄(u)

is are again yield by PMP in a future iteration, substituting (x̄
(u)
ij ,

R̄(u)
is ) to (8) results in R̄(u)

is ≥ R̃(u)
is , which is contradicted to R̄(u)

is < R̃(u)
is . Thus current not globally optimal solution must be

excluded by (8). Property (iii) holds for (8).

Then we prove property (iv). Let (ȳ∗
ik, l̄

∗
i , x̄

∗
ij , w̄

∗
i ) and corresponding PMP recourse cost R̄∗

is denote a globally optimal

solution for PMP. Let R̃∗
is denotes the RASP recourse cost, then R̄∗

is = R̃∗
is, ∀i ∈ T, s ∈ S. Assume that (8) is generated in an

iteration, we need to prove for any pair of (i, s) (8) holds if (ȳ∗
ik, l̄

∗
i , x̄

∗
ij , w̄

∗
i ) and R̄∗

is are substituted to it. For simplification,

in the following we let MAX
j,D̄

(u)
i

denote the maximum cost reduction that remove j from δ1 + δ2. If relief facility i is not

opened in the optimal solution, that is ȳ∗
ik = 0. In this case, no affected community j is assigned to i , that is x̄∗

ij = 0,∀j ∈ D.

Substituting R̄∗
is and x̄∗

ij = 0 to (8) results in

R̄∗
is ≥ R̃(u)

is −
∣∣∣D̄(u)

i

∣∣∣ ·MAX
j,D̄

(u)
i

.

This inequality holds since the left-hand side (LHS) is trivially nonnegative while the right-hand side (RHS) is nonpositive.

More precisely, in the RHS, R̃(u)
is cannot exceed |D̄(u)

i | ·max
p∈D̄

(u)
i ∪{i}{2 ·maxh∈H chpj} since the second term is the maximum

possible reduction that assign all the j ∈ D̄
(u)
i to another facility.

If relief facility i is opened in the optimal solution, that is ȳ∗
ik ̸= 0, imply that at least one affected community j ∈ D is

assigned to i. There are two cases as follows. Note that we do not consider assign j ∈ D \ D̄(u)
i to i since j /∈ D̄

(u)
i have nothing

to do with (8). In other words, the contribution of this type of affected community to RHS of (8) is 0, taking these affected

communities into consideration will not influence the validity of (8).

Case 1: All the affected communities in D̄
(u)
i are assigned to facility i in the optimal solution, that is x̄∗

ij = 1, ∀j ∈ D̄
(u)
i .

Substituting R̄∗
is and x̄∗

ij = 1, ∀j ∈ D̄
(u)
i to (8) results in (R̃∗

is =)R̄∗
is ≥ R̃(u)

is . This inequality holds since R̃∗
is is the

cost for visiting j ∈ D̄∗
i , R̃

(u)
is is the cost for visiting j ∈ D̄

(u)
i , and D̄∗

i is a super set of D̄
(u)
i . The equality holds when

D̄∗
i = D̄

(u)
i .

Case 2: A subset of affected communities in D̄
(u)
i are assigned to facility i in the optimal solution. Recall that D̄∗

i be the

affected communities that are assigned to facility i in the optimal solution. Let δ1 = D̄
(u)
i \ D̄∗

i denotes the affected

3



community that belonging to D̄
(u)
i but not belonging to D̄∗

i , similarly, δ1 = D̄
(u)
i ∩D̄∗

i denotes the affected communities

that belonging to both D̄
(u)
i and D̄∗

i , and δ1 = D̄∗
i \ D̄

(u)
i denotes the affected community that belonging to D̄∗

i but

not belonging to D̄
(u)
i . Assume that the globally optimal solution is cut off by (8), we have

R̄∗
is(δ2 + δ3) <R̃(u)

is (δ1 + δ2)−
∑

j∈δ1+δ2

(1− xij) ·MAX
j,D̄

(u)
i

=R̃(u)
is (δ1 + δ2)− |δ1| ·MAX

j,D̄
(u)
i

. (S.5)

On the other hand

R̄∗
is(δ2) ≥ R̄∗

is(δ1 + δ2)− |δ1| ·MAX
j,D̄

(u)
i

(S.6)

holds since MAX
j,D̄

(u)
i

is the maximum cost reduction once an affected community is removed from a cluster. We

known that R̄∗
is(δ2 + δ3) ≥ R̄∗

is(δ2) holds trivially since δ2 is a subset of δ2 + δ3, then (S.6) can be written as

R̄∗
is(δ2 + δ3) ≥ R̄∗

is(δ1 + δ2)− |δ1| ·MAX
j,D̄

(u)
i

. (S.7)

R̃(u)
is (δ1+ δ2) = R̄∗

is(δ1+ δ2) holds since both sides denote the optimal cost for visiting δ1 and δ2, thus (S.5) contradicts

(S.7), a globally optimal solution must not be excluded by (8).

In conclusion, property (iii) and (iv) holds for (8), (8) is a valid Benders optimality cut.

Theorem 3. The logic-based Benders feasibility cut (10.1) and (10.2) is valid.

Proof. We only prove that property (i) and (ii) holds for (10.1), and the validity of (10.2) can be proved similarly. We first

prove property (i). In a particular iteration u, Bs(u)
i

[
D̃

s(u)
i (t̃

s(u)
ij ), T̃

s(u)
i (t̃

s(u)

ii′j ), Q
]
is the minimum vehicle requirement with

the given transportation decisions t̃
s(u)
ij , t̃

s(u)

ii′j and vehicle capacity Q. Let
∑

h∈H w
sh(u)
i be the number of vehicles prepared

at facility i. If (10.1) is added, then
∑

h∈H w
sh(u)
i < Bs(u)

i

[
D̃

s(u)
i (t̃

s(u)
ij ), T̃

s(u)
i (t̃

s(u)

ii′j ), Q
]
. Assume that the vehicle decisions

and transportation decisions remain unchanged, we got inequality directly from (10.1) by substituting w
sh(u)
i , t̃

s(u)
ij , and

t̃
s(u)

ii′j to (10.1) as
∑

h∈H w
sh(u)
i ≥ Bs(u)

i

[
D̃

s(u)
i (t̃

s(u)
ij ), T̃

s(u)
i (t̃

s(u)

ii′j ), Q
]
−
∑

j∈D̃
s(u)
i

W s
ij −

∑
i′∈T̃

s(u)
i

W s
ii′ where

∑
j∈D̃

s(u)
i

W s
ij =∑

i′∈T̃
s(u)
i

W s
ii′ = 0. Thus, property (i) is proved by contradiction.

Then we prove property (ii) by contradiction. Let w
sh(v)
i be vehicle decision that in iteration v which is after iteration u,

(v > u). Assume that w
sh(v)
i is globally feasible for RASP, and was cut off by the cut plane generated in iteration u, we have

the following inequality ∑
h∈H

w
sh(v)
i < Bs(u)

i

[
D̃

s(u)
i (t̃

s(u)
ij ), T̃

s(u)
i (t̃

s(u)

ii′j ), Q
]
−

∑
j∈D̃

s(u)
i

W s
ij −

∑
i′∈T̃

s(u)
i

W s
ii′ (S.8)

The definition for W s
ij and W s

ii′ are same as (10.3) and (10.4). Let δ1 ∪ δ2 ∪ δ3 be customers and facilities that assigned to

facility i in either iteration u or v. In the following, we let

• δ1 = {j ∈ D̃
s(u)
i |t̃s(v)ij ≤ t̃

s(u)
ij − 1} ∪ {i′ ∈ D̃

s(u)
i |

∑
j∈D t̃

s(v)

ii′j ≤
∑

j∈D t̃
s(u)

ii′j − 1} be customers and facilities that accept a lower

quantity of relief items in iteration v than in iteration u. δ1 also include facilities that are removed from i in iteration v.

• δ2 = {j ∈ T̃
s(u)
s |t̃s(v)ij ≥ t̃

s(u)
ij }∪{i′ ∈ T̃

s(u)
s |

∑
j∈D t̃

s(v)

ii′j ≥
∑

j∈D t̃
s(u)

ii′j } be customers and facilities that accept a higher or equal

quantity of relief items in iteration v than in iteration u.

• δ3 = {j|j ∈ D̃
s(v)
s \ D̃s(u)

i } ∪ {i′|i′ ∈ T̃
s(v)
s \ T̃ s(u)

s } be customers and facilities that are assigned to facility i in iteration v but

not in iteration u.

Since the contributions to (S.8) from δ2, δ3 are 0, from (S.8) and definition for δ1, δ2, δ3 we have∑
h∈H

w
sh(v)
i < Bs(u)

i

[
D̃

s(u)
i (t̃

s(u)
ij ), T̃

s(u)
i (t̃

s(u)

ii′j ), Q
]
− |δ1| (S.9)

Let Bs∗
i (D̃

s(u)
i ∪ T̃

s(u)
i ∪ D̃

s(v)
i ∪ T̃

s(v)
i , Q) be the minimum number of vehicle for D̃

s(u)
i ∪ T̃

s(u)
i ∪ D̃

s(v)
i ∪ T̃

s(v)
i , the relief

item acceptance quantity for customer j ∈ D̃
s(u)
i ∪ D̃

s(v)
i be max{t̃s(u)ij , t̃

s(v)
ij }, the relief item acceptance quantity for facility

i′ ∈ T̃
s(u)
i ∪ T̃

s(v)
i be max{

∑
j∈D t̃

s(u)

ii′j ,
∑

j∈D t̃
s(v)

ii′j }, then

Bs∗
i

[
D̃

s(u)
i ∪ T̃

s(u)
i ∪ D̃

s(v)
i ∪ T̃

s(v)
i , Q

]
= Bs∗

i

[
δ1(t̃

s(u)
ij , t̃

s(u)

ii′j ), δ2(t̃
s(v)
ij , t̃

s(v)

ii′j ), δ3(t̃
s(v)
ij , t̃

s(v)

ii′j ), Q
]

≥Bs∗
i

[
δ1(t̃

s(u)
ij , t̃

s(u)

ii′j ), δ2(t̃
s(u)
ij , t̃

s(u)

ii′j ), Q
]
= Bs(u)

i

[
D̃

s(u)
i (t̃

s(u)
ij ), T̃

s(u)
i (t̃

s(u)

ii′j ), Q
] (S.10)

due to additional customers and facilities in δ3, and additional transportation quantity to customers and facilities is δ2. If we

assign D̃
s(v)
i and T̃

s(v)
i with transportation decisions t̃

s(v)
ij and t̃

s(v)

ii′j to
∑

h∈H w
sh(v)
i vehicles, and assign each customer j or

4



facility i′ in δ1 associated with acceptance quantity t̃
s(u)
ij − t̃

s(v)
ij or

∑
j∈D(t̃

s(u)

ii′j − t̃
s(v)

ii′j ) to one vehicle, |δ1| in all, then∑
h∈H

w
sh(v)
i + |δ1| ≥ Bs∗

i

[
D̃

s(u)
i ∪ T̃

s(u)
i ∪ D̃

s(v)
i ∪ T̃

s(v)
i , Q

]
(S.11)

Since (S.10) and (S.11) result in ∑
h∈H

w
sh(v)
i + |δ1| ≥ Bs(u)

i

[
D̃

s(u)
i (t̃

s(u)
ij ), T̃

s(u)
i (t̃

s(u)

ii′j ), Q
]

(S.12)

which contradicts (S.9), the assumption that globally feasible w
sh(v)
i for RASP can be cut off by cut plane generated in iteration

u is not true. In other words, any globally feasible solution will not be excluded by (10.1).

In conclusion, property (i) and (ii) holds for (10.1) and (10.2) , (10.1) and (10.2) is a valid logic-based Benders feasibility

cut.

Theorem 4. The logic-based Benders optimality cut (11.1)–(11.3) is valid.

Proof. We first prove property (iii) by contradiction. Let (R̃′(u)
is , t̃

s(u)
ij , t̃

s(u)

ii′j ) be an RASP solution that generates cut (11.1)–(11.3)

(imply that R̃′(u)
is < R̂′(u)

is , since this is the condition for optimality cut generating, see Line 25 in Algorithm 3). Substituting

(R̃′(u)
is , t̃

s(u)
ij , t̃

s(u)

ii′j ) to (11.1) results in R̃′(u)
is ≥ R̂′(u)

is (both (11.2) and (11.3) equals to 0), which is contradicted to R̃′(u)
is < R̂′(u)

is .

Therefore, (11.1)–(11.3) must exclude current solution (R̃′(u)
is , t̃

s(u)
ij , t̃

s(u)

ii′j ). So property (iii) holds for (11.1)–(11.3), current

RASP solution will be excluded by (11.1)–(11.3) if it is not globally optimal with a fixed PMP solution.

Then we prove property (iv) by contradiction. Let transportation decision t̃s∗ij , t̃
s∗
ii′j , and corresponding recourse cost R̃′∗

is be

the optimal resource allocation solution that obtained with a given PMP solution. Assume that (t̃s∗ij , t̃
s∗
ii′j , R̃′∗

is) violates (11.1),

then for each pair of (i, s) we have

R̃′∗
is < R̂′(u)

is −
∑
j∈D̃s

i

Rs
ij −

∑
i′∈T̃s

i

Rs
ii′ (S.13.1)

Rs
ij =

MAX
C̃

(u)
is ,i,j

, if t̃s∗ij ≤ t̃
s(u)
ij − 1

0, otherwise
, ∀j ∈ D̃

s(u)
i (S.13.2)

Rs
ii′ =

MAX
C̃

(u)
is ,i,i′

, if
∑

j∈D t̃s∗ii′j ≤
∑

j∈D t̃
s(u)

ii′j − 1

0, otherwise
, ∀i′ ∈ T̃

s(u)
i (S.13.3)

There are four cases as follows The relationship between transportation decisions in iteration u (t̃
s(u)
ij , t̃

s(u)

ii′j ) and in optimal

solution (t̃s∗ij , t̃
s∗
ii′j) belonging to one of the following cases

Case 1: If t̃s∗ij ≥ t̃
s(u)
ij , ∀j ∈ D̃

s(u)
i and

∑
j∈D t̃s∗ii′j ≥

∑
j∈D t̃

s(u)

ii′j , ∀i
′ ∈ T̃

s(u)
i , we have R̃′∗

is < R̃′(u)
is from (S.13.1). But this

cannot be true since in the optimal solution more relief items are transported than iteration u, which implies that

R̃′∗
is ≥ R̃′(u)

is , in this case.

Case 2: If ∃j ∈ D̃
s(u)
i , t̃s∗ij ≤ t̃

s(u)
ij − 1 and ∃i′ ∈ T̃

s(u)
i ,

∑
j∈D t̃s∗ii′j ≤

∑
j∈D t̃

s(u)

ii′j − 1, the proof is more involved. Consider that

we increase the transportation quantity in the optimal solution to that of iteration u, without loss of generality, only

horizontal coordination is considered, there are three subcases as follows for every i′ ∈ T̃
s(u)
i as

Subcase (1):
∑

j∈D t̃s∗ii′j = 0, means i′ is not visited in the optimal solution. The additional cost for visit i′ is at

most max
{
2·maxh∈H chii′ , 2 ·max

p,q∈C̃
(u)
is ,h∈H

{
chpq
}}

in which the first term denotes the cost of dispatch

another vehicle while the second term denotes the cost of inserting i′ to an existing route.

Subcase (2):
∑

j∈D t̃s∗ii′j > 0 and the total demand after the quantity increase can be met with route in the optimal

solution, the cost increase is 0.

Subcase (3):
∑

j∈D t̃s∗ii′j > 0 and the total demand after the quantity increase cannot be met with the route in the

optimal solution, in another word, an additional vehicle has to be used. The cost increase is maxh∈Hchii′ .

Hence from the above cases,

R̃′∗
is +

∑
j∈D̃s

i

Rs
ij +

∑
i′∈T̃s

i

Rs
ii′

=R̃′∗
is +

∑
k∈case1

MAX
C̃

(u)
is ,i,k

+
∑

k∈case2

0 +
∑

k∈case3

MAX
C̃

(u)
is ,i,k

≥R̃′∗
is +

∑
k∈case1

MAX
C̃

(u)
is ,i,k

+
∑

k∈case2

0 +
∑

k∈case3

maxh∈Hchik

≥R̃′(u)
is

(S.14)

in which k ∈ D̃
s(u)
i ∪ T̃

s(u)
i . (S.14) can be rearranged to R̃′∗

is ≥ R̃′(u)
is −

∑
j∈D̃s

i
Rs

ij−
∑

i′∈T̃s
i
Rs

ii′ , thus (S.14) contradicts

(S.13.1), the optimal solution cannot be exclude by (S.13.1).
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Case 3: If t̃s∗ij ≥ t̃
s(u)
ij , ∀j ∈ D̃

s(u)
i and ∃i′ ∈ T̃

s(u)
i ,

∑
j∈D t̃s∗ii′j ≤

∑
j∈D t̃

s(u)

ii′j − 1, we have results similar to case 2 as the

contribution of direct transportation to (S.13.1) is zero.

Case 4: If ∃j ∈ D̃
s(u)
i , t̃s∗ij ≤ t̃

s(u)
ij − 1 and

∑
j∈D t̃s∗ii′j ≥

∑
j∈D t̃

s(u)

ii′j ,∀i
′ ∈ T̃

s(u)
i , results similar to case 3 can be obtained due to

symmetry.

Therefore, the optimal solution must not be cut off by (11.1)–(11.3).

In conclusion, property (iii) and (iv) holds for (11.1)–(11.3), (11.1)–(11.3) is a valid logic-based Benders optimality cut.

S.4.1. Relationships among the cuts

The logic-based Benders cuts in our study are inspired by the cuts in the literature (Fazel-Zarandi and Beck, 2012, Hooker,

2007, Fachini and Armentano, 2020), but are tailored for our problem with some improvement. The cuts in our study can be

generally formulated as µ ≥ µ̂+∆ (X − X̄), where µ is a variable in the upper-echelon problem (master problem), µ̂ is a value

yielded by the lower-echelon problem (subproblem), X is set of upper-echelon variables, X̄ is the values of the upper-echelon

variables fed to the lower-echelon problem, and ∆ is the cutting coefficient (gradient) provided by the lower-echelon problem

for the upper-echelon problem. In other words, among the parameters in µ ≥ µ̂+∆ (X − X̄), µ and X are variables that need

to be optimized, X̄ is the value flow from the master problem to the subproblem, and µ̂ and ∆ are pair of values flow from the

subproblem to the master problem. Our cuts differ from ones by Fazel-Zarandi and Beck (2012), Hooker (2007), Fachini and

Armentano (2020) in terms of the problems handled (µ, X, and X̄) and the information from the subproblem to the master

problem (µ̂ and ∆), as Table S3 shows.

Table S3: Relationships among the logic-based Benders cuts

Type RASP’s cuts PMP’s cuts Reference Reference

Feasibility cuts (10.1)–(10.4) ← (7.1) and (7.2) ← Fazel-Zarandi and Beck (2012) ← Hooker (2007)
Problem Location-routing Allocation Facility location Scheduling

µ̂ MIP (VDSP) MIP (bin packing) Algorithmic Constraint Programming
∆ 1 × number of communities 1 (number of vehicle) 1 (number of vehicle) Processing time

Optimality cuts (11.1)–(11.3) ← (8) and (9) ← Fachini and Armentano (2020)
Problem Location-routing Allocation vehicle routing

µ̂ MIP (VDSP) MIP (RASP) MIP (TSP with time windows)
∆ See (11.1)–(11.3) See (8) and (9) See (24) in their paper

Two streams are presented in Table S3: the origin of the feasibility cuts and the origin of the optimality cuts. The feasibility

cuts for the PMP is inspired by Fazel-Zarandi and Beck (2012) for facility location problem, which is in turn inspired by Hooker

(2007) for scheduling problem. The latter two are both deterministic problems, whereas our problem is stochastic. To calculate

µ̂, Hooker (2007) uses constraint programming, Fazel-Zarandi and Beck (2012) runs a sequence of first-fit decreasing heuristic

for bin packing problem, while we solve a MIP to directly obtain the solution of the bin packing problem. (10.1)–(10.4) shows

similar structure with (7.1) and (7.2). They both require bin packing problems to be solved. However, the “items” in the bin

packing problems are distinct: the size of items in (7.1) and (7.2) are the demand of affected communities, while the size of items

in (10.1)–(10.4) is determined by the allocation decisions. Another stream is the optimality cuts. Though the optimality cut

for the PMP is inspired by Fachini and Armentano (2020), and (11.1)–(11.3) shares similarity with (8) and (9), the problems

handled by us and Fachini and Armentano (2020) are distinct. They solve a deterministic single-depot heterogeneous fleet

vehicle routing problem with time windows.

S.5. Implementing extensive form and NLBBD

The SPRP(-VI), which contains nonlinear constraints (2.19) and (2.20), is solved with Gurobi. (2.20) defines auxiliary

decision variables Q
(s,i)
p that are derived from tsij and tsii′j . Since tsij and tsii′j are integer, Q

(s,i)
p are also integer. Thus, (2.19)

contains multiplication of integer and binary (z
(s,i,h)
pq ) variables, which can be linearized manually or automatically by setting

Gurobi’s "PreQLinearize" parameter to "1". The original SPRP(-VI) is an MIQCP, for which Gurobi solves each node on

the branch-and-bound tree with barrier method. Since there is no nonlinear term in models of the NLBBD method, Gurobi

solves nodes on the branch-and-bound tree for the models in the NLBBD with simplex method. For fairness of comparison, we

let Gurobi linearize the SPRP(-VI), such that the internal behavior of the solver can be consistent between SPRP(-VI) and
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NLBBD.

Algorithm 1: Solving PMP with NLBBD-C

Data: PMP0 generated from (4.1) to (4.7), (4.10); time limit in seconds (Lmt.); relative tolerance (Tol.).
Result: Optimal solution PMP∗, RASP∗, and V DSP∗ (or infeasibility proof).

1 def NLBBD-C(PMP0, Lmt., Tol.):
2 Gap← +∞, BestMasterUB ← +∞, u← 0;
3 while Gap > Tol. and Runtime ≤ Lmt. :
4 RASP∗ ← None, V DSP∗ ← None;
5 Solve PMPu with an MIP solver;
6 if PMPu is optimal :

7 Let ȳ
(u)
ik , l̄

(u)
i , x̄

(u)
ij , and w̄

h(u)
i denote the solution of PMPu ;

8 RASP, V DSP ← nestedBenders(ȳ
(u)
ik , l̄

(u)
i , x̄

(u)
ij , w̄

h(u)
i ); // Call Algorithm 3

9 if RASP is optimal :
10 MasterLB ← PMPu obj ;

//
∑

i∈T

∑
k∈K ckȳ

(u)
ik +

∑
i∈T c l̄

(u)
i +

∑
i∈T

∑
h∈H ch1 w̄

h(u)
i + Es∈S

(∑
i∈T R̄

(u)
is

)
11 MasterUB ← PMPu obj − PMPu recourse+RASP obj ;

//
∑

i∈T

∑
k∈K ckȳ

(u)
ik +

∑
i∈T c l̄

(u)
i +

∑
i∈T

∑
h∈H ch1 w̄

h(u)
i + Es∈S

(∑
i∈T R̃is

)
12 if MasterUB < BestMasterUB :
13 BestMasterUB ← MasterUB;
14 Gap = |BestMasterUB −MasterLB |/|BestMasterUB |;
15 if Gap > Tol. :
16 for i, s ∈ T × S :

17 if R̄(u)
is < R̃is :

18 PMPu ← PMPu + (8); // Add Benders optimality cut to PMP

19 else:
20 PMP∗ ← PMPu, RASP∗ ← RASP , V DSP∗ ← V DSP ; // PMP is optimized

21 else:
22 PMPu ← PMPu+ (7.1) and (7.2); // Add Benders feasibility cut to PMP

23 else:
24 return PMP is infeasible; // PMP is infeasible

25 u← u+ 1;

26 return PMP*, RASP*, VDSP*, Gap.

Two versions of NLBBD, the classical NLBBD-C (Algorithm 1) and the modern NLBBD-B&C (Algorithm 2), are imple-

mented. The difference between NLBBD-C and NLBBD-B&C is that NLBBD-C builds a master problem branch-and-bound

tree from scratch each time a Benders cut is generated, while NLBBD-B&C generates Benders cut and adds it to the single

branch-and-bound tree once an integer incumbent solution is found. The differences between NLBBD-C and NLBBD-B&C are

underlined in Algorithm 2. For simplicity, consider a Benders master problem and a Benders subproblem associated with it

(rather than our nested version). The classic Benders method solves the master problem to optimum and feeds the optimal

solution to the subproblem, then generates Benders cuts. After a cut is generated, the classic Benders method rebuilds a

master problem model with the cut from scratch. The modern branch-and-check method solves subproblems when an integer

incumbent solution is found. Then a Benders cut is added to the branch-and-bound tree of the master problem as a "LazyCut".

The branch-and-check relies on the "callback" function provided by state-of-the-art solvers. "callback" provides the function

of adding user cuts or lazy cuts to the master model when an incumbent solution is found. Unfortunately, both Gurobi and

CPLEX do not support adding cuts with auxiliary decision variables, i.e., (10.1), (10.2) and (11.1). Therefore, it is impossible

to implement branch-and-check for the nested RASP problem. We rebuild the RASP model with Benders cuts generated by

VDSPs. This works well since it usually takes less than one second to build and optimize a RASP. The NLBBD-C can be

time-consuming for building up master models and potentially results in a repetitive search on the branch-and-bound tree.

The NLBBD-C can be inefficient when the master problem is harder relative to the subproblem. On the other hand, since the

NLBBD-B&C has to solve subproblems each time an integer feasible master problem solution is found, it solves subproblems

more frequently than the NLBBD-C. The choice of NLBBD-C and NLBBD-B&C depends on the relative difficulty between the
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master problem and the subproblem.

Algorithm 2: Solving PMP with NLBBD-B&C

Data: PMP generated from (4.1) to (4.7), (4.10); time limit in seconds (Lmt.); relative tolerance (Tol.).
Result: Optimal solution PMP∗, RASP∗, and V DSP∗ (or infeasibility proof).

1 def NLBBD-B&C(PMP, Lmt., Tol.):
2 Gap← +∞, BestMasterUB ← +∞, PMP∗ ← None, RASP∗ ← None, V DSP∗ ← None;
3 Solve PMP using an MIP solver with Lmt. and Tol. as parameters, and cb as callback function;
4 return PMP*, RASP*, VDSP*, Gap.

5 def cb(): // callback function

6 if an incumbent integer feasible solution is found for PMP :

7 Let ȳik, l̄i, x̄ij , and w̄h
i denote the incumbent solution of PMP ;

8 RASP, V DSP ← nestedBenders(ȳik, l̄i, x̄ij , w̄
h
i ); // Call Algorithm 3

9 if RASP is optimal :
10 MasterLB ← PMP (LP ) obj; ; // Objective value of PMP LP relaxation

11 MasterUB ← PMP obj − PMP recourse+RASP obj ;

//
∑

i∈T

∑
k∈K ckȳik +

∑
i∈T c l̄i +

∑
i∈T

∑
h∈H ch1 w̄

h
i + Es∈S

(∑
i∈T R̃is

)
12 if MasterUB < BestMasterUB :
13 BestMasterUB ← MasterUB;
14 Gap = |BestMasterUB −MasterLB |/|BestMasterUB |;
15 if Gap > Tol. :
16 for i, s ∈ T × S :

17 if R̄is < R̃is :
18 PMP ← PMP + (8); // Add Benders optimality cut to PMP as LazyCut

19 else:
20 PMP∗ ← PMP , RASP∗ ← RASP , V DSP∗ ← V DSP ; // PMP is optimized

21 else:
22 PMP ← PMP+ (7.1) and (7.2); // Add Benders feasibility cut to PMP as LazyCut

Algorithm 3: Solving nested RASP with LBBD

Data: PMPu fed by Algorithm 1; time limit (Lmt’.); relative tolerance (Tol’.).
Result: Optimal RASP∗ and V DSP∗ with the given PMPu decisions (or infeasibility proof).

1 def nestedBenders(yik, li, xij , w
h
i ):

2 Construct RASP0 from (5.1) to (5.5), (5.8), (5.9) with PMPu decisions ȳ
(u)
ik , l̄

(u)
i , x̄

(u)
ij , and w̄

h(u)
i ;

3 SubGap← +∞, BestSubUB ← +∞, v ← 0;
4 while SubGap > Tol’. and Runtime ≤ Lmt’. :
5 RASP∗ = None, SolvedV DSP ← dict();
6 Solve RASPv with an MIP solver;
7 if RASPv is optimal :
8 VDSPsAllFeasible = True;
9 for i, s ∈ T × S :

10 Construct V DSPis form (6.1)–(6.10) with RASPv decisions t̃
s(v)
ij , t̃

s(v)
ii′j , and w̃

sh(v)
i ;

11 Solve V DSPis with an MIP solver;
12 if VDSPis is infeasible :
13 VDSPsAllFeasible = False;
14 RASPv ← RASPv + (10.1) to (10.4); // Add Benders feasibility cut to RASP

15 else:
16 SolvedV DSP [i, s]← VDSPis;

17 if VDSPsAllFeasible :

18 SubLB ← Es∈S

(∑
i∈T R̃

(v)
is

)
;

19 SubUB ← Es∈S

(∑
i∈T R̂is

)
;

20 if BestSubUB > SubUB :
21 BestSubUB ← SubUB;
22 SubGap = |BestSubUB − SubLB|/|BestSubUB|;
23 if SubGap > Tol′. :
24 for i, s ∈ T × S :

25 if R̃(v)
is < R̂is :

26 RASPv ← RASPv + (11.1) to (11.3); // Add Benders optimality cut to RASP

27 else:
28 RASP∗ ← RASPv , V DSP∗ ← SolvedV DSP ; // RASP is optimized

29 else:
30 return RASP is infeasible; // RASP is infeasible

31 v ← v + 1;

32 return RASP*, VDSP*.

S.6. Instance parameters

We determine the vehicle- and facility-related fixed and variable costs as follows. Ni et al. (2018) estimated the proportion

of facility fixed cost, relief item cost, transportation cost of road links, and transportation cost of helicopter links at c1 : c : c1u :

c2u = 200 : 2.8 : 1 : 10. The price for a basic 72-hour emergency preparedness kit is obtained from the website of American Red

Cross website , which is roughly $80. We add 25% operational and holding cost to the $80, i.e., the resulting unit relief item
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cost is $100. It is assumed that c1 : c2 = 7 : 2.5. All the costs can be calculated proportionally, and they are then rounded to

the greatest place value. That is c1 = 7000, c2 = 2500, c = 100, c1u = 40, and c2u = 400.

Table S4: Instance parameters

Parameters Description Value

Variable parameters
|T | Number of relief facility candidate {3, 5, 7}
|D| Number of affected community {10, 20, 40}
|S| Number of scenario {2, 4}
C Uniform or clustered {0, 1}
T Flood/storm or earthquake {0, 1}

Deterministic parameters
pj Population of j ∈ D IU(50, 300)

sss Severity score of scenario s ∈ S
ssIV ∼ U(0.0, 0.4), ssIII ∼ U(0.2, 0.6),
ssII ∼ U(0.4, 0.8), ssI ∼ U(0.6, 1.0)

ms
j Demand of j ∈ D in scenario s ∈ S ⌈1× pj × sss⌉

vss Vulnerability score of scenario s ∈ S vsIV = 0.10, vsIII = 0.25, vsII = 0.50, vsI = 1.00
esj Whether j ∈ D is isolated in scenario s ∈ S B(F (doj)× vss)

K Types of relief facility Q1 = 4000, c1 = 7000; Q2 = 1000, c2 = 2500
c Unit relief item cost 100

H \H′ Types of normal vehicle n1 = 40, Q = 300, c11 = 0, c1u = 40
H′ Types of special vehicle n2 = 40, Q = 300, c21 = 0, c2u = 400
chpq Traveling cost of (p, q) ∈ A by h ∈ H chu × dpq

1 IU(·) denotes integer uniform distribution; U(·) denotes uniform distribution; dpq denotes the Euclidean distance between
p ∈ N and q ∈ N ; F (doj) be a step function F (doj) = 0.80χ[0,50)(doj) + 0.50χ[50,200)(doj) + 0.20χ[200,+∞)(doj) where
χR(doj) = 1 if doj ∈ R, χR(doj) = 0 if doj /∈ R; B(·) denotes Bernoulli distribution.
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